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Executive Summary

The 4th ODIP Workshop was held on 20 - 23 April 2015, in Liverpool, United Kingdom, hosted by the British Oceanographic Data Centre (BODC). The meeting took place at the Studio, Open Labs, lC1 Liverpool Science Park. A total of 46 people from Europe, USA and Australia attended the meeting. Among those attending the meeting in person 5 participants joined the meeting remotely. There was discussion about the progress of the activity plans of the 3 ODIP prototypes projects that were accepted by the ODIP community and as documented in Deliverable D3.2 -Results and conclusions from Prototype Analyses. In addition 3 more topics were included that had been identified and prioritized by the ODIP project partners.
The topics addressed were:
· ODIP Prototype Project 1: Establishing interoperability between SeaDataNet CDI, US NODC, and IMOS MCP Data Discovery and Access services, making use of a brokerage service, towards interacting with the IODE-ODP and GEOSS portals

· ODIP Prototype Project 2: Establishing deployment and interoperability between Cruise Summary reporting systems in Europe, US and Australia, making possible use of GeoNetwork, towards interacting with the POGO portal 

· ODIP Prototype Project 3: Establishing a prototype for a Sensor Observation Service (SOS) and formulating common O&M and SensorML profiles for selected sensors (SWE), installed at vessels and in real-time monitoring systems
· Vocabularies/Persistent identifiers
· Data publication and citation
· Data ingestion
This deliverable reports on the organization, participation, proceedings and outcomes of the 4th ODIP Workshop. The scope of the fourth Workshop was to bring a number of activities to a conclusion in preparation for the end of the project and completion of the remaining project deliverables. The workshop also put the foundations for the ODIP2 project activities which commenced on 1 April 2015.

The 5th ODIP Workshop (the 1st as part of the ODIP2 successor project) is planned to take place at Paris, France, in September 2015. 

Introduction
The Ocean Data Interoperability Platform (ODIP) project aims to establish an EU / USA / Australia/ IOC-IODE coordination platform, the objective of which is to develop interoperability between existing regional marine e-infrastructures in order to create a global framework for marine and ocean data management, and to demonstrate this coordination through several joint EU-USA-Australia-IOC/IODE prototypes that demonstrate effective sharing of data across scientific domains, organizations and national boundaries. 

Four ODIP workshops have been convened during the first phase of the project where the partners and other invited experts reviewed and compared existing marine data standards in order to identify major differences between them, and proposed how to overcome these through the development of interoperability solutions and/or common standards. 
The 4th ODIP Workshop took place on 20 - 23 April 2015 in Liverpool, United Kingdom, hosted by the British Oceanographic Data Centre (BODC). The meeting took place at the Studio, Open Labs, lC1 Liverpool Science Park. The programme was dedicated to bring a number of current activities to conclusion and wrap up of the remaining deliverables, to lay the foundations for the ODIP2 project activities which officially started on 1 April 2015. The Workshop was joined by oceanographic data management experts from the 3 regions but for Prototype 1 and 3 key USA partners and stakeholders were missing.
List of Participants

As part of the ODIP project strategy for wide communication, an extensive mailing list of more than 100 experts is maintained and is continually increasing, representing the ODIP project partners and their associated projects and initiatives. Following the same successful approach of the previous three Workshops, this list together with the ODIP website was used to invite participants for the fourth ODIP Workshop. Moreover a draft agenda was circulated and amended over time to support the invitation process. As a result 47 attendees from 9 countries took part in the 4th ODIP Workshop (5 of them participated remotely by "gotomeeting" video conferencing). They were: 
Graham ALLEN



BODC, United Kingdom
Robert ARKO



LDEO, United States
Garry BAKER



BGS, United Kingdom
Mauro BASTIANNI


ISMAR, Italy

Jean-Marie BECKERS


ULG, Belgium
Justin J.H. BUCK


BODC, United Kingdom
Mike BROWN



CEM, United Kingdom

Cyndy CHANDLER


WHOI, United States

Anne CHE-BOHNENSTENGEL

BSH, Germany
Guillaume CLODIC


IFREMER, France

Simon COX



CSIRO, Australia
Kinda DAHLAN



UCL, United Kingdom
Karien DE CAUWER


RBINS-BMDC, Belgium
Steve DIGGS



CCMDD-SCRIPPS, United States
Paolo DIVIACCO


OGS, Italy
Jocelyn ELYA


FSU COAPS, United States
Helen GLAVES



BGS, United Kingdom
Malcolm HEARN


BODC, United Kingdom
Jonathan HODGE


CSIRO, Australia
Sissy IONA



HCMR, Greece

Alex IP




Geoscience Australia, Australia
Alexandra KOKKINAKI


BODC, United Kingdom
Adam LEADBETTER


MI, Ireland
Emanuele LOMBARDI


ENEA, Italy

Thomas LOUBRIEU


IFREMER, France
Roy LOWRY



BODC, United Kingdom
Angelos LYKIARDOPOULOS

HCMR, Greece

Ana MACARIO



AWI, Germany

Andy MATHEUS


PSMSL, United Kingdom
Alessandro OGGIONI


IREA CNR, Italy

Elena PARTESCANO


OGS, Italy
Jay PEARLMAN


IEEE, United States
Francoise PEARLMAN


IEEE, United States
Leda PECCI



ENEA, Italy
Roger PROCTOR


UTAS, Australia
Lesley RICKARDS


BODC, United Kingdom

Dick SCHAAP



MARIS, Netherlands
Serge SCORY



RBINS-BMDC, Belgium
Karen STOCKS



SIO-UCSD, United States

Paolo TAGLIOLATO


IREA CNR, Italy

Rob THOMAS



BODC, United Kingdom

Lise QUESNEL



BODC, United Kingdom
Thomas VANDENBERGHE

RBINS-BMDC, Belgium

Rob VAN EDE



TNO, Netherlands

Matteo VINCI



OGS, Italy
Chris WOOD



BODC, United Kingdom
Lesley WYBORN


Geoscience Australia, Australia
While there was good cross-section coverage of the involved regional infrastructure projects and initiatives for Prototype 2 and cross-cutting activities, key USA partners and stakeholders for Prototypes 1 and 3 were missing.
1 Workshop Agenda

The final ODIP workshop sought to bring a number of activities to a conclusion in preparation for the end of the project and completion of the remaining project deliverables. The workshop also put the foundations for the ODIP2 project activities which commences on 1 April 2015.

As for previous workshops, a dedicated session was included in the programme for each prototype development task. The individual sessions were made up of a plenary to give an overview of the prototype under development, an update of current progress/activities and a review of the potential impacts of the solution for those data infrastructures that adopt it. There were also break-out sessions during the workshop that provided each prototype development team with the opportunity to work in small groups.

Each break-out session had parallel groups. However, a number of people were participating in more than one of the prototype projects and where there was a conflict priority was given to the designated prototype development project in each session.

The three recurring discussion topics which were identified and discussed during the 3rd ODIP workshop held in Townsville, Queensland, Australia on 5 – 8 August 2014 were included in the meeting programme. These follow-up sessions provided an opportunity for an update on recent developments in these areas. Each topic session had a nominated leader and a rapporteur should be selected for each one on the first day of the workshop. 

While every effort was made to have a coherent programme for the workshop it was necessary to schedule some topics/discussions to accommodate those people who were participating in the workshop remotely from other time zones.

The overall workshop agenda was circulated to all ODIP partners by e-mail before the workshop and also published on the public ODIP website.
Workshop Sessions 

	Session
	Title
	Leader

	1
	ODIP Prototype 1
	Dick Schaap

	2
	ODIP Prototype 2
	Bob Arko

	3
	ODIP Prototype 3
	Roger Proctor

	4
	Vocabularies/Persistent identifiers
	Simon Cox /Roy Lowry

	5
	Data publication and citation
	Cyndy Chandler  

	6
	Data ingestion
	Dick Schaap

	7
	Workshop wrap-up
	Helen Glaves


During the Workshop a further detailing through presentations took place which is given below.
Programme
	
	Monday, 20 April 2015 

	08:45 –09:00
	Registration

	09:00 –09:10
	Welcome & Workshop logistics by Graham Allen/Justin Buck (BODC)

	09:10 –09:20
	Workshop aims and objectives by Helen Glaves (ODIP project co-ordinator)

	09:20 –09:35
	Introduction by partners (Name, Country, institution, main responsibility, expectations for this workshop, 30 seconds max) 

	 
	

	
	SESSION 1 - ODIP Prototype Development Task 1: plenary

	09:35 –10:15
	ODIP 1: aims, activities and progress, Led by Dick Schaap (EU)

	10:15 –10:45
	Discussion 

	
	

	10:45 –11:15
	Break

	
	

	
	ODIP Prototype Development Task 1: plenary

	11:15 –11:45
	ODIP 1: Impact assessment, Led by Thomas Loubrieu & Dick Schaap

	
	

	
	ODIP Prototype Development Tasks: working session

	11:45 –12:30
	ODIP prototype development tasks: break-out sessions

	
	

	12:30 –13:30
	Lunch

	
	

	 
	SESSION 2 - ODIP Prototype Development Task 2: plenary

	13:30 –14:10
	ODIP 2: aims, activities and progress, Led by Bob Arko (USA) 

	
	· SeaDataNet CSR harvesting and ingestion system, by Anne Che-Bohnenstengel (BSH)
· Eurofleets, event records  and EVIOR portal, by Karien de Cauwer (RBINS-BMDC)

	14:10 –14:40
	ODIP 2: discussion, Led by Bob Arko

	14:40 –15:10
	ODIP 2: Impact assessment, Led by Thomas Loubrieu & Bob Arko
Updating AUS entries in EDMO, by Roger Proctor

	
	

	15:10 –15:40
	Break

	
	

	
	ODIP Prototype Development Tasks: working session

	15:40 –17:00
	ODIP prototype development tasks: break-out sessions

	
	

	
	Tuesday, 21 April 2015

	08:45 –09:00
	Breakout sessions report by the Task leaders

	
	SESSION 3 - ODIP Prototype Development Tasks: working session

	09:00 –10:15
	ODIP 3: aims, activities and progress, Led by Roger Proctor (AUS)

	
	· Including presentations from EU projects:

	
	· SenseOCEAN,

	
	· NEXOS,

	
	· SCHeMA,

	
	· Common Sense

	
	· Discussion

	10:15–10:45
	ODIP 3: Impact assessment, Led by Thomas Loubrieu & Roger Proctor

	
	

	10:45 –11:15
	Break

	
	

	
	ODIP Prototype Development Tasks: working session

	11:15 –12:30
	ODIP prototype development tasks: break-out session

	
	

	12:30–13:30
	Lunch

	
	

	
	SESSION 4 - Vocabularies

	13:30 –15:00
	Plenary, Led Simon Cox (AUS), Roy Lowry (EU) and Karen Stocks (USA)

	15:00 –15:30
	Discussion, Led by Simon Cox

	
	

	15:30–16:00
	Break

	
	

	
	ODIP 2: plenary

	16:00–17:00
	ODIP 2 follow-on project proposal

	
	Overview by Helen Glaves

	
	Scientific objectives by Dick Schaap

	
	

	
	Wednesday, 22 April 2015

	
	SESSION 5 - Data publication and persistent identifiers (data & people)

	09:00 –10:30
	Plenary, Led by Cyndy Chandler (USA), Justin Buck (EU) and TBA (Australia)

	
	

	10:30 –11:00
	Break

	
	

	
	Data publication and persistent identifiers (data & people)

	11:00 –12:00
	Discussion, Led by Cyndy Chandler

	
	

	12:00 –13:00
	Lunch

	
	

	
	SESSION 6 - Data ingestion

	13:00 –14:30
	Plenary, Led by Dick Schaap (EU), TBA (USA), and TBA (Australia)

	
	

	
	EMODnet developments

	14:30 – 15:15
	Plenary, Led by Dick Schaap 

	
	· EMODnet Bathymetry – Dick Schaap

	
	· EMODnet Chemistry – Matteo Vinci

	
	

	15:15 –15:30
	Break

	
	

	
	Topic breakout sessions

Informal discussions for the additional topics added for this workshop 

	15:30 –17:00
	Vocabularies

	
	Data citation & persistent identifiers

	
	Data Ingestion

	
	(A rapporteur will be nominated for each break-out group at the start of the session)

	
	

	
	Thursday, 23 April 2015

	
	SESSION 7 - ODIP prototype development projects

	09:00 –10:00
	Feedback from each group on activities during the workshop (20 min each):

	
	ODIP 1, by Dick Schaap

ODIP 2, by Bob Arko 
ODIP 3, by Roger Proctor 

	10:00 –11:00
	Additional topic reports

	 
	1) Vocabularies

2) Data citation/Persistent identifiers

3) Data ingestion

	
	

	11:00 –11:30
	Break

	
	

	11:30 –12:00 
	Plans for final months (including status and planning of deliverables), by Helen Glaves (Co-ordinator) 

	12:00 –12:15 
	Closing remarks, by Helen Glaves/Dick Schaap 

	
	


2 Workshop proceedings
All presentations are available at the ODIP website (www.odip.org) under the “Workshops” menu option. The presentations are hosted by IODE at:
http://www.iode.org/index.php?option=com_oe&task=viewEventAgenda&eventID=1666
Reference documentation about the developments for the ODIP Prototype activities can be found at: http://www.odip.org/content/content.asp?menu=0390000_000000
Day 1 of the Workshop, Monday 20 April 2015
2.1 Opening of the Workshop 
The 4th ODIP Workshop was held on the 20 - 23 April 2015 in Liverpool, United Kingdom, hosted by the British Oceanographic Data Centre (BODC). The meeting took place at the Studio, Open Labs, lC1 Liverpool Science Park. The meeting was opened by Helen Glaves, ODIP-Coordinator. She welcomed everyone to Liverpool and the final ODIP Workshop of the current Project. She noted that this meeting will not be the last one as ODIP2 will continue in its second phase with new ideas and new partners. She then introduced the agenda and the format of the discussions e.g. the plenary sessions, the break-out sessions and asked for nomination of rapporteurs for these sessions. She thanked the BODC staff who helped to make this Workshop happen as well as Sissy Iona, WP2 leader for her assistance in the organization of all the ODIP Workshops. Then, Helen Glaves invited people to introduce themselves noting that details can be found at the booklet that was prepared by Sissy Iona with input from partners with the aim to facilitate the introductory procedure. The document was distributed to participants during the registration in paper form. It is also available at: http://www.iode.org/index.php?option=com_oe&task=viewEventDocs&eventID=1666.
The Workshop key objectives were then highlighted by Helen Glaves: to review the project activities and specifically the prototype development tasks and associated impact assessments, to update on new developments in the cross-cutting topics, to bring a number of current activities to conclusion and wrap up the remaining deliverables, and to lay the foundations for the ODIP2 project activities which officially started on 1 April 2015.
Graham Allen, BODC Director, welcomed participants in BODC and in Liverpool, the city of maritime heritage, the city that was built to connect people across the oceans and across the world as this ODIP project connects data across the oceans. 
Justin Buck explained the local logistics and the arrangements for the social events of the meeting (group dinner).
2.2 SESSION 1 - ODIP Prototype Development Task 1: Plenary

Dick Schaap, ODIP Technical Coordinator welcomed everybody and gave the progress on ODIP Prototype 1. He recalled the aim of the ODIP Prototype 1 that is to establish interoperability between the Data Discovery and Access services in the three continents i.e. Europe, US and Australia and bring together their leading infrastructures. The ODIP1 prototype is led by Europe. The other two prototypes are led by the two other regions ensuring balance and synergies between the 3 continents. Dick Schaap then explained the ODIP Prototype 1 context. In Europe there is the Common Data Index (CDI) service, led by SeaDataNet, that has been developed over the last 20 years and is now fully operational. In the USA there is the US NODC and its Data Discovery and Access service that brings together several sources. In Australia, the infrastructure is younger, comprising  IMOS with the AODN providing an overarching national data network. At the global level, there are two targets, the GEOSS -a G8 initiative for bringing together all earth observations and information for society purposes, and the IODE/Ocean Data Portal based on the NODC and Regional Networks. ODIP is supporting ODP by populating the outcome of the three regional infrastructures. 
The GEO-DAB Brokerage Service is used in ODIP 1 Prototype. GEOSS aims to bring together different communities and at the beginning it was based on a top-down model where the same standards and requirements should be fulfilled by everybody. The benefit of brokerage is that it helps to convert from one level to the other without changing the underline infrastructures standards. Overtime the brokerage has been further developed by various EU-supported and US NSF projects. It was used in ODIP 1 so as to accelerate and ease the developments without changing the regional infrastructures So, the agreed approach in ODIP 1 is Europe, USA and Australia to contribute to the global IODE/ODP and the GEOSS portals by making use of the GEO-DAB Brokerage Service to harmonize the 3 regional services to a common level that can interact with IODE/ODP respectively GEOSS. A two-step approach is defined: vertical interoperability is being established at the collection level and by metadata exchange and later, as a second step it is planned to implement horizontal interoperability between the 3 regional systems by making use of OGC WMS – WFS services at the granule level. The detailed work plan is included in the Deliverable D3.2.
SeaDataNet - the Pan-European distributed network managed by NODCs, is rolling out to more Institutes. Two mechanisms are used, a) the NODCs and their connected national data sources, and b) the EMODnet Projects where more Institutes are being connected and deploy the existing SeaDataNet standards. OGC and ISO INSPIRE compliant standards are used. Currently, 106 centres are connected with 1.7 million CDI metadata records conforming to the ISO19115 content model and the ISO 19139 schema. Depending on type of data, the granule (CDI) can be a time series, a survey track, a sample, etc. For communication with the brokerage service, a SeaDataNet web-service has been set up with collections of CDI metadata entries. Collections are made by aggregating the granules according to the criteria Discipline, Data centre, and geometry type. The 1.7 million CDI granules have been aggregated into 480 CDI collections, each with a URL to the CDI service for more details. A REST service (IP-IP protected) has been set up that dynamically generates and delivers these aggregated CDI collections in ISO 19139 XML. In parallel an OpenSearch service has been set up with three query entries: free search, geospatial search and temporal search. SeaDataNet has also created  OpenSearch entry points using the same virtual aggregations of CDIs. OpenSearch entry points need to be prepared as RDF or JSON XML and registered in a portal. Each RDF/JSON XML file describes an entry point. Also, an OpenSearch demonstration client has been set up and Dick Schaap showed how it works (http://seadatanet.maris2.nl/opensearch/client/search.php). The power of such a tool is that while the aggregation in space is done in a lat-lon box, using OpenSearch the actual search can be done using the individual granules. 
The GEO-DAB Brokerage Service harvests the SeaDataNet CDI collections and converts these following a Generic Brokerage Reference Schema, adopting SeaDataNet vocabularies. SeaDataNet CDI collections are now available by 2 public web services as provided by the GEO-DAB Brokerage service: OGC Catalogue Service for the Web (CSW) Version 2.0.2 Service – HTTP POST method (http://seadatanet.essi-lab.eu/gi-cat/services/cswiso), and OAI-PMH interface (http://seadatanet.essi-lab.eu/gi-cat/services/oaipmh). Also the SeaDataNet output, in ISO19139 format is available by the OpenSearch endpoints (http://seadatanet.maris2.nl/opensearch/seadatanet/os_description).
Dick Schaap then presented how the process was implemented between SeaDataNet, GEOSS and ODP. The GEOSS portal harvests dynamically from the CS-W service and imports the SeaDataNet collections into the GEOSS portal, while the ODP portal harvests from the OAI-PMH service using jOAI. The SeaDataNet collections are now included and maintained in both the GEOSS and ODP portals. Users can discover these collections and then can follow dedicated URLs back to the SeaDataNet portal for further detailing at granules level and for formulating and submitting requests for data.
The above activities described for the European example will be extended to the US-NODC and AUS infrastructure. In the absence of the USA partners, Dick Schaap overviewed the US status: the US-NODC already provides web services at collection level as CSW, OAI-PMH and OpenSearch endpoints for discovery. All metadata link directly to the data by several protocols, FTP, HTTP, Hyrax, THREDDS Data Server, and Live Access Server links. Analysis of the definition of the US NODC collections revealed that circa 27.000 collection entries are related with more than 1.3 million granule data sets. The data access services between the two levels (collections and granules) are not all comparable but in some cases it fits with the ODIP 1 purposes.
So, the next step is for the GEO-DAB Brokerage Service to start harvesting US NODC CSW for collections and to convert the XML to Generic Brokerage Reference Schema, adopting US NODC vocabularies, for supplying harmonised CSW and OAI-PMH towards GEOSS and ODP. Usage of tags with URL for ‘Navigate directly to the URL for a descriptive web page will be made, with download links’ to guide users from the GEOSS and ODP portal to the US NODC portal web page.

In case of Australia, AODN also provide collections as CSW, OAI-PMH and OpenSearch endpoints for discovery, although in different definitions than SeaDataNet and US-NODC. At present, 110 collections defined by IMOS facilities ((similar to data originator), geometric object, timeliness (real-time or delayed mode). All metadata entries have direct links to data. Roger Proctor commented that the purpose of the AODN design was different.

The next step of the approach will be for the GEO-DAB Brokerage Service to harvest AODN CSW for collections and to convert the XML to Generic Brokerage Reference Schema, adopting AODN vocabularies, for supplying harmonised CSW and OAI-PMH towards GEOSS and ODP. The URLs to be used for guiding users from the GEOSS and ODP portal to the AODN portal web pages have to be defined.
Finally, Dick Schaap noted that in addition MARIS will look into the horizontal interoperability between the 3 regional portals using OpenSearch.
Then he invited partners for questions and discussion.

Roy Lowry says that in BODC they are generating ISO19139 equivalents to EDMED that are mapped to CDIs. He asked how difficult would it be to expose them to the broker on top of CDI when collections are not related with the filter criteria of the collections? Dick Schaap replied that in the remit of SeaDataNet it is easy to expose. The difficulty is how to populate EDMED and make reference from EDMED to CDIs.
Ana Macario asked if ODIP project could agree or make a recommendation on what could be the collections granule level for example discipline or instrumentation and if Europe could expose such a collection. Dick Schaap replied that collections at a granule level have been defined at each infrastructure with its own definition and this cannot change. Roy Lowry commented that data need to be atomized at the bottom level and each entity should be addressable. Each CDI has a URL and there is a soup of data atoms. There are many different ways for aggregation, by instrument, platform, project but those should be dynamically build from the atoms. Dick Schaap noted that INSPIRE works on the collections level, every service at bottom level has its own granularity and INSPIRE using its own formula against collections works with collections at a higher level. Thomas Loubrieu said that during the impact analysis session in the last meeting, Kim Finney proposed demonstration use cases for the prototypes to show their efficiency. For Prototype 1 it could be marine protected areas and for Prototype 2 (CSR) it could be observing SOS systems in the southern oceans and what is needed is to find a way these prototypes to interact.
The group discussed Lesley’s Wyborn remark on what is the definition of a data set. Roy Lowry commented that it is the data granule and that the data set needs an object id, data set is a meaningful collection of data depending on the use case. Cyndy Chandler noted that a collection is larger than a granule. Simon Cox noted that for building a data set for a particular purpose you need to make data items or granule levels addressable not necessarily with identifiers but with queries. The definition of granule was also discussed, and the group agreed this depended on the data field, data provenance, or SOS application for example static time series delivery from vessels as Roger Proctor noted. 
Jay Pearlman gave an overview of the latest developments on the brokerage. Within EarthCube activities and NFS funding, they are looking to expand the connection between the various data types and the brokerage through accessors for example from translation from a basic model of a repository to the central model of the brokerage. There is a sustainability issue, the effort cannot be supported by the current group and it was decided to build an accessor kit which is now available to become a facility. It includes several cycles, teaching is a hard one. At an ad-hoc meeting at the RDA meeting beginning of March, the various EarthCube teams and other groups tested it, and there is now a way to connect to brokerage. They worked also with hydrology and ocean activities within EarthCube and particular with pollutants in estuaries. Also they work with Woods Hole’s teams to look on the Ocean Acidification Initiative (OAI) moorings of Mid Atlantic, North Pacific and Southern Oceans and compare data available from the mooring areas with results of the measurements when OAI is finally available. In the next ODIP meeting there might be more results. Cyndy Chandler noted that this is a classic use case for oceanographer to compare data from mooring with in-situ measurements. Jay Pearlman also mentioned the work with the BCO-DMO group to have access to the brokerage as well the work for brokering some glider data, where originally the intention is to compare glider data with the ocean prediction models along the gliders tracks. Jay Pearlman also noted that he was working with Ken Casey for sea level data. He concluded that there is progress in the ocean area and that they are looking for science use cases for EarthCube. Karen Stocks is leading the EarthCube Use Case Working Group. Finally Jay Pearlman said that he is looking forward to working with Prototype 1. Dick Schaap explained that ODIP Prototype 1 is so far only on metadata while accessor is for data access and is more like a download manager.
Dick Schaap noted that some key partners are missing but the coming months until September the deliverables will be finished. The group noted that ODIP 1 Prototype is affected by other group priorities.
2.3 ODIP 1: Impact assessment 
Thomas Loubrieu, WP4 leader, reviewed the impact analysis output for the ODIP prototype 1. First, the general benefits were identified, which are common for all prototypes and then for each prototype there were identified: benefits for users and regional systems, demonstration use cases, performance indicators, implication costs and changes that need to be implemented at regional level. These outputs have been discussed at the previous Workshop, further updated through an internal analysis, will be further worked out in this meeting, and will be updated depending on the progress of the prototypes. A new item for discussion that will be the final deliverable is the “implementation scenarii” e.g. how activities can be moved from a collaboration environment to a more operational implementation and possible funding. Also, the impact analysis will include the impact assessment of the cross cutting activities (publication, vocabularies, ingestions). 
He then reviewed the existing impact analysis report. The general benefits for every prototype are a) the gathering of a larger pool of developers and resources to work on standards and set up best practices, and b) the community of practice joining forces at EU, USA and AUS level. 
Thomas Loubrieu explained that specific tasks are needed in order to precise the implementation scenarii. For each implication identified in prototype level, there are specific tasks that need to be done in order to implement the prototype. For example, prototype 1 needs: operational commitment on the GEO DAB node, an expected regional level (GEO DAB is hosted in Europe), identification of time scale and type of activity (design, development, management or operations in case of GEO DAB), a candidate operator for the activity (CNR for GEO DAB), identification of a project or framework where the activity is going to happen including private outcomes in case of EU projects, for example in prototype 3 sensor manufacturers could be involved in this implementation. In addition potential funding needs to be found for this implication. Dick Schaap asked if this scenario concerns perspective of sustainability or robustness of operations. Thomas replied that it depends on the prototype, its type and operational level for example the data link for CSR we need a common profile to implement the data link, and RDA and its working groups is where such discussion could take place.
Review of Prototype 1:

Thomas Loubrieu proceeded with the review of the outcomes of the previous Workshop. For prototype 1, the following two benefits from the user’s perspective were identified: a) 2 one stop shop portals (GEOSS, ODP) fed with new observations and b) gateways to other communities outside marine and oceanographic, users and applications. From the regional infrastructure perspective it is: a) the optimization of resources allocated to observations e.g. to check what is available in an area before undertaking new observations in this area, and b) such portals are good marketing tools for datasets provided at regional level and dissemination at global level. Such portals can be used to check their fitness for purpose and how far these are complete or data is missing. Also they can help to bring data together for the benefit of the society.
A demonstration use case to show the positive feedback of this prototype was proposed by Kim Finney in Townsville, the basic idea is to check the ability of bringing together in a single place data of disperse sources of the Southern Oceans and use them to make decisions. More specific: there is currently significant international effort being expended through the Committee for Conservation of the Antarctic Marine Living Resources (CCAMLR) to establish a marine protected area (MPA) in the high seas of the Southern Ocean. The one-stop data shop enabled through ODIP activities is the type of tool required by MPA proponents in the lead up to MPA establishment to find data that support arguments for the location and extent of the MPA. Once an MPA is established, such a tool also assists in identifying baseline environmental variables for ongoing MPA monitoring and management. Since the ODIP innovations bring together data from different countries and agencies operating across the Southern Ocean, the value of ODIP activities and especially Prototype 1, can be quantified through examination of their utility of GEOSS and ODP portals to specific use cases such as MPA establishment.
The group discussed the identification of additional demonstration use cases and the compilation of a list of people that will start using data and give their feedback, for example the CCAMLR demo case with Kim Finney, the GEOSS use cases and EarthCube.
Performance indicators were identified for each prototype. For ODIP 1 is the number of datasets added trough GEO DAB to ODP and GEOSS portals thanks to ODIP activities. For ODP there were 92 datasets at the beginning (November 2012) and 454 new at October 2014. It is expected that this number will increase at the end of ODIP due to the USA (US-NODC) and AU (AODN) connections and contributions. The same is for GEOSS except that the granularity is different.
Thomas Loubrieu then presented the implications of Prototype 1: Interoperability rules and deprecation management on ISO profiles or OAI-PMH or OpenSearch and the used interfaces; the granularity issue; the data access interoperability for view and download including authentication/authorization which may implicates some user identification; moving from syntactic interoperability with standards to semantic interoperability with vocabularies and their matching; regional level implications such as the governance of GEO-DAB brokering service e.g. the maintenance and operation in Europe, the maintenance of back-end services on a long-term perspective in USA or opening SKOS services for vocabularies for semantic interoperability with SeaDataNet, maintenance of back-end services in AU or internal mapping with SeaDataNet vocabularies. Roy Lowry and Jonathan Hodge commented that the assignment of URLs to concepts is a huge step towards semantic interoperability.
Implementation scenario: For each implication a type of activity/framework has been identified for example the interoperability rules is a design activity and should be done on a short term not by one but by many operators and ODIP2 Project, RDA (Marine Data Harmonization IG) are good candidate frameworks to discuss these rules on metadata management. The group agreed that linkages between ODIP 2 and RDA should be established and more ODIP experts to join the RDA Marine Data Harmonization IG. Concerning the implication of management of the identification of users who use restricted data and not belong to research institutes, the group discussed that there exist marine id registries with users ids  (SeaDataNet case) or others registries (Shibboleth, OpenID) that federate users identities and use only single sign-on. The idea is to make these registries more widely used, with users outside the research institutes. SeaDataNet is already working on this. Copernicus Marine Service has also its own user’s registry and has already been invited to be part in the SeaDataNet registry. The ODIP2 project framework could be used to make this task wider known.
The implementation framework depends on the activity. The group agreed that organizing vocabulary mappings the ODIP 2 project is the appropriate framework providing that the USA and AUS continue to support the funding. However for maintaining and operating the vocabularies another framework is needed. Roy Lowry added that SeaVox could be used also as a framework for organizing the vocabulary management. The sustainability of the GEO-DAB brokering service will be discussed within the RDA and the broker governance working group.
The group concluded that in order to make prototype 1 more operational we have to follow some implementations but this will have some implications and consequences. The implementation scenario should include all these and what new actions are needed in the near future as part of ODIP2 to make the service more operational.
No break-out working groups took place in this morning session there was a longer break-out session in the afternoon.
2.4 SESSION 2 - ODIP Prototype Development Task 2: plenary

2.4.1 ODIP 2: aims, activities and progress
Bob Arko, ODIP prototype 2 leader, gave a brief report on ODIP 1 Prototype 2. The Prototype 2 has the advantage of being quite focused and its goal is to improve discovery and access of data and documentation for research cruises across regional systems in all the three continents. The work plan includes three groups in AU, EU and US to: 1) start publishing Cruise Summary Reports using the SeaDataNet standard ISO19139 profile, 2) deploy a series of GeoNetwork nodes one in each content using the open source GeoNetwork software already available and providing both GUI (Web portal) and API (CSW service), so as both human and machine can consume the content, and 3) harvest GeoNetwork nodes into the POGO global catalogue to provide an integrated search. As of June 2014, all three nodes (AU/MNF, EU/SDN, US/R2R) currently publish ISO Cruise Summary Reports (AU/MNF publish in ISO Marine Community Profile). All three nodes installed GeoNetwork portals which are functional (not with the same version but it is not a problem) and one node (the EU) is being routinely harvesting into the POGO catalogue (end2end case). He then gave some examples of the records for cruises of the three partners. The AU/MNF uses the ISO MCP profile to describe cruises and data sets in great detail, it uses at least 3 controlled vocabularies to describe the instruments and the data types, and each cruise is mapped to the data that come out of the cruise. At EU, Ifremer has set up the GeoNetwork portal, POGO harvests it, parses the values of the ISO records and make them searchable. A lot of detail is included in the records (data types, instruments, etc) and it is a good model to follow. The US/R2R continues to populate GeoNetwork portal (400 per year), inducing targeted backfill for EarthCube, publishing enhanced/interoperable Linked Data for EarthCube GeoLink project and recently published Digital Object Identifiers (DOIs) for cruises (presented at the last AGU). R2R Cruise DOIs published because: they provide persistent identifier via the DOI->URL indirection (In 100 years, doi.org is more likely to exist than rvdata.us); DOIs create a familiar "card catalogue" record for every cruise (Leverage DataCite DOI schema, an international community standard); and they support citability and metrics through research literature (Calculate cruise metrics by crawling Dataset DOIs). He then presented an example of a DOI record. Links with other persistent identifiers are being built whenever possible like DOIs for data, ORCID for humans, IGSN for samples. SeaDataNet discovery terms and spatial bounds were embedded in the records.
Bob Arko finally presented the group a list of next actions, updates and discussion points:
1. Direct crosswalks from other (AU, US) ISO profiles to CSR profile

2. Multiple formats – how to keep synchronized?
· ISO records

· RDF descriptions/ Linked Data

· WFS features

· RSS feeds

· DOI records

3. Link to persistent identifiers recognized by journal publishers

· Datasets (DOI)

· Persons (ORCID)

· Samples (IGSN)

4. Evolve CSR profile to permit xlink:href URIs (for vocabulary terms)?

5. “Metrics of success” – automated crawling?
6. Ensure proper attribution to the Investigator, not the Data Centre. Roy Lowry commented that as well as identifying the individual through an ORCID the attribution also needs to specify the role in which that individual was involved. Others?
A discussion then took place about the cruise DOIs and their links. The DOIs do not resolve to the datasets but to a metadata standard landing page. The landing pages do not necessarily include downstream links to data repositories. There are not direct links with CSRs (only POGO does this), and at the moment this is done though URLs.
2.4.2 SeaDataNet's CSR harvesting and ingestion system
Anne Che-Bohnenstengel presented the results of the CSR harvesting from SeaDataNet partners since January of 2015 and the implications for ODIP. She explained the harvesting workflow and the ingestion into the central inventory: the harvester at BSH communicates with the collating data centre, gets the metadata, and puts the records into an entry database for checking. Every step is registered with log files. The harvested records are quality controlled for the mandatory fields and the vocabularies and if are O.K. are entered into an entry database where further manual/visual controls are being made. The data centres are informed if errors are found, in the other case the new records or the updates of existing records are ingested into the central BSH CSR database and automatically published at the SeaDataNet and POGO portals. A pilot test within SeaDataNet Project has been set up with the start-up phase successfully completed. The start-up phase includes checks for connection with the collating centre, date filters checks in terms of metadata file modification date and metadata contents revision date. The checks also include comparison of inventory on both sides with adjustments and tests until contents are identical. The pilot test now is in an operational phase, BSH harvests every Tuesday for new and updated records. A report for the Pilot test has been prepared with the experience so far. After installation of GeoNetwork at pilot centres, the first harvesting was successful within 1-2 weeks. Only minor issues with firewall and configuration of GeoNetwork encountered. Four centres are successfully connected and operational now. Anne explained the steps for ODIP partners: the centre should install GeoNetwork, check the CS-W access (firewall restrictions) and contact BSH so as BSH to start the test harvesting. She stressed that it is important the records to be in SeaDataNet ISO 19139 format (http://www.seadatanet.org/Standards-Software/Metadata-formats/CSR) otherwise the ingestion cannot work. Descriptions for GeoNetwork installation are included in the SeaDataNet reference material (SDN2_D92_WP9_CSW_harvesting.docx). The harvested records can be discovered and retrieved by the POGO portal and she presented an example of a recent French cruise with GML tracks and image links. A web service named “CSR ISO code list” is available. It includes all records of the central SDN CSR inventory listed in a compact XML document including the mapped central and local CSR ids, EDMO and ship codes, and download links of the CSRs reports. The next steps are: connection of more partners to the CSR harvesting, to build test portal for the partners to check the  harvested records, and publication of all harvested records via GeoNetWork. Finally Anne invited partners to provide suggestions for any improvements to the POGO CSR Homepage.
The group discussed the issue of record deprecation. Roy Lowry asked if there any protocol had been established for the deprecation of records, so that if records are removed from the local CSW node they are also deprecated in the central database. Anne and Dick Schaap explained that within SeaDataNet this is done by email notification from partners to the central CSR managers. So, the “protocol” so far is the email. Thomas Loubrieu noted that we need a way to handle code deprecations in metadata records. Dick Schaap explained how deprecation (different than supersede) is done in SeaDataNet: records are not deleted but marked as “no active records” (no longer exist) but their URLs stay in place. He also explained that POGO has less records than CSR portal due to the definition of research vessels in POGO as POGO is only for ships longer than 60 metres.
2.4.3 Eurofleets II onboard software developments for events and underway data
Karien de Cauwer gives a short overview of the latest Eurofleets Project activities. The aim of Eurofleets is to enhance the data flow from the vessels to give access to the users onboard and onshore in as close as possible to the time of collection and to ensure the quality of data. The Project is dealing with navigation data, cruise information, events and underway data. She briefly explained the latest progress on the prototype development of the dynamic vessel tracking and events system using the onboard systems, the standardization of data acquisition process, and the direct e-access to data during survey. The prototype now is connected and visualized at the EVIOR portal. Currently, EVIOR portal includes tracking and event information from three research vessels. 
Dick Schaap emphasized the benefits of such a development. The ship summary reports are the basis for the cruise summary reports. More vessels now generate CSRs and more chief scientists on board can prepare such data. The overall aim of this effort is to convince other EU vessels operators to start using these tools and become members of the EVIOR portal. This way their data will become part of the system, not of the main stream of course due to the lack of quality control but the benefit is that operators will see their ships as e-platforms.
Cyndy Chandler commented that sometimes the quality of event logs is very poor and asked if there are the plans for quality control. The group discussed that people on board are more aware of what they collect and have the responsibility for the correctness of information. Roy Lowry said that processes are needed ensure corrections get back to the event reports. Cyndy noted that these corrections should be made as soon as possible. A cruise data manager on board responsible for the quality would be useful, Roy added.
Dick Schaap requested the USA and AUS colleagues to populate POGO so as to follow the deliverable and show the good progress in the next months and before the next Workshop. Within ODIP I Project we showed the proof of concept and in ODIP2 progress we will show the results.

2.5 ODIP2: Impact assessment
Review of Prototype 2:
Following the same methodology as for the ODIP Prototype 1 during the morning session, Thomas Loubrieu reviewed the impact analysis results for Prototype 2 asking for partners’ comments during this meeting. The benefits for Prototype 2 that were identified from the users’ point of view are one 1 single portal for scientific cruises in EU, US and AUS, interoperable with ISO19139 profile. On both users and regional infrastructure perspective it gives a) a synthetic view of marine vessel observations by Who, Where and What, and b) a tool to plan new observations and inter-calibrations from existing observation systems. From regional point of view these observing systems can improve also the efficiency of the CSR production by direct feedback on the format and content of the CSR records. 
Bob Arko commented if instead of a portal a single Catalogue would be more valuable, for cruises out of the POGO harvesting system. 
A demonstration use case was reported by Kim Finney. The general idea is that POGO can be used to find what cruises have been done at the Southern Oceans. More analytically: The recently formed Southern Ocean Observing System (SOOS), a joint program of the Scientific Committee on Antarctic Research (SCAR) and the Scientific Committee on Oceanic Research (SCOR) has highlighted through its Scientific Steering Committee meetings that an important strategic goal is to improve access to information on research and monitoring that is already taking place around the Antarctic coastline and in the Southern Ocean. By better understanding current and past activities in these zones, SOOS will be positioned to outline a more coordinated and potentially enhanced observation program capable of addressing pressing climate science and ecosystem response questions. At present there is a paucity of mechanisms to exchange information on research cruises conducted by countries in Antarctic waters. Whilst there are a range of Antarctic-specific governance bodies that could facilitate collaborative information gathering and reporting, these bodies (e.g. COMNAP - Council of Managers for National Antarctic Programs), currently lack the necessary procedures and tools to deliver suitable systems. The POGO portal combined with the ODIP innovations could be usefully patronised and their utility demonstrated by all nations participating in Antarctic research and re-supply missions in an upcoming Antarctic summer season, with a focus on supplying SOOS information requirements.
Roger Proctor noted that in the next SOOS meeting in June a stronger connection between what is suggested to ODIP and ORCID (for chief scientist) could be presented. 
Thomas then described the performance indicators. The inputs of EU, USA and AUS at the end of the ODIP project should be filled in end of July for the preparation of the deliverable D4.2. Bob Arko commented that the US POGO records currently concerns input by individual scientists. 
The identified implications for Prototype 2 are: 
· better linked data implementation in the CSR profile. 
· the scope of POGO could change/redefined to manage vessel which length is shorter than 60m, and change the filter criteria that select ships from the SeaDataNet CSR database as the latter includes all ships and POGO is a subset of the SeaDataNet CSR database. 
· At EU level: complete SDN vocabularies with US and AU inputs; POGO maintenance and upgrade (especially web layout); adapt CSR profile and software with stable ISO19139 version (e.g. GML version issue).

· At AU level: extend to institutes in addition to CSIRO/MNF (e.g. AIMS); complete SDN vocabularies and EDMO directory with AU inputs.

· At US level: maintain a specific interface for CSR, different from the national one; on-going task on SDN vocabularies and EDMO directory.
Thomas Loubrieu then reviewed the implementation scenario for Prototype 2 and with input from partners it was attempted to connect ODP prototype activities with other Project or national activities and especially with AUS and USA activities that might be considered in the next phase of ODIP Project. A summary of the discussions is reported here. For the connections of other nodes in addition to CSIRO/MNF (e.g. AIMS) Roger Proctor commented that there is an Australian National Marine Science Plan (http://frdc.com.au/environment/NMSC-WHITE/Pages/default.aspx) proposing to connect coastal vessels with the Marine National Facility. Bob Arko commented that NOAA fleet is missing and this will be done within a funded prototype within ODIP2 project (NOAA R2R prototype). The mapping with EDMO and vocabularies was done in ODIP I and will continue in ODIP2 providing US funding continues. For the POGO web interface face lift with GIS tools for example. Dick Schaap commented that already there is the GML support and that there are two ways to upgrade: through CSR and through ODIP2 Project. The CSR ISO19139 systems upgrade will bring the following implications to POGO: DOI registration methodology and Duplicate management (for parallel submissions). The appropriate frameworks are successor of existing projects such as ODIP2, R2R, SeaDataNet 3. The shorter ships in POGO can be discussed within the work for the upgrade of Marine Community profile (move to ISO19115-1). Roy Lowry suggested minting cruise DOIs from BSH CSR database metadata.
2.6 Updating AUS entries in EDMO
Roger Proctor presented what it will be needed to update the Australian entries in EDMO. At the moment through the 123 AODN Portal there are good descriptions of platforms, instruments and parameters. There is no widely accessible, appropriately governed Australian ‘organisation’ entity vocabulary which AU can draw upon, or contribute to. Right now AU would benefit from a classified organisation vocabulary to improve the faceted searching capability and make a contribution to EDMO at the same process. A brief discussion paper circulated to the AODN Technical Advisory Group (TAG), floating the idea of a local controlled vocabulary linked to EDMO. It was developed an entity naming approach, in part by extracting/reviewing existing entity names from AODN metadata records. Liaising with EDMO custodians regarding existing Australian EDMO records, it was requested some deprecations, updates and then new record entries. (There were 35 existing EDMO records). An initial spreadsheet of new ‘organisation’ terms with additional metadata was developed and circulated to specific members of the AODN TAG for their approval/verification. The result was an initial extra 42 new organisation profiles which are now in EDMO. A further 180 Australian ‘organisation’ terms have now been created but is yet to be verified with the community (including ~100 University terms: departments, schools etc). An additional ~60 ‘organisation’ terms covering International entities will also soon be forwarded to EDMO for addition. The intent is to link the local Australian ‘organisation’ vocabulary to matching EDMO records. Then Roger Proctor showed an example of the relationship between the different instances in the AODN Organization Catalogue and how it matches to the EDMO entries. At the moment AODN is negotiating with CSIRO about ‘governance’. CSIRO (CMAR) previously allocated EDMO coordinator for Australia (because they were the only ones using EDMO). eMII has offered to take on this role and expand governance arrangements involving AODN TAG. The intention is to publish local ‘organisation’ vocabulary through ANDS vocabulary services infrastructure. The consequence will be that the AODN 123 Portal will soon support a classified ‘organisation’ facet of controlled terms. There will be 400 ‘organisation’ terms in the local AODN vocabulary. Approximately 300 Australia-related ‘organisation’ terms will correspondingly reside in EDMO. EDMO provides a good way of expanding upon the local terms (i.e., via organisation profile metadata).
The assembly split in two break out groups on Prototypes 1 and 2 for the rest of the first day.
Day 2 of the Workshop, Tuesday 21 April 2015
2.7 SESSION 3 - ODIP Prototype Development Tasks: working session
2.7.1 ODIP 3: aims, activities and progress

Roger Proctor, ODIP prototype 3 leader overviews the objectives of the prototype which are: exploring opportunities and encouraging people to pick up and test different technologies and establish prototypes for SWE for vessels and real time monitoring systems, and coordinating regional initiatives’ progress towards the adoption of SWE allowing direct standardised access to the data from operational sensor systems. Two categories of data dissemination architecture have been considered. First, the atomic data services which provide a dataset with small granularity and little discoverability capacity and rely on a "central" catalogue to discover the services such as ncSOS and THREDDS Data Server based in-situ observation dissemination as used at IOOS, at IMOS or at IMEDEA, and SeaDataNet. The second category is the collection of data services which use extensive OGC components to directly access the data sets.
The first steps of this process done so far include: 
· setting up a testbed for different SOS services, and add additional services to it,
· establishment of a collaboration tool Github (https://github.com/aodn/ODIP) for compiling an inventory of services and endpoints, vocabularies and registries
· setting up working groups to:

· access the performance of services (Justin Buck, Scott Bainbridge)

· examine how these services should be constructed using SensorML or StarFl which are different ways of formatting the data model of the O&M profiles (Paolo Diviacco, Irina Bastrakova, Thomas Loubrieu, Cristiano Fugazza, Hans Pfeiffenberger)

·  examine how to use vocabularies services for potential mapping from one group to another (Kim Finney/Sebastien Mancini, Cristiano Fugazza)

So far, there is some good progress and new developments by different groups in installing 52N SOS or equivalent services, reports will be presented in this morning session (except US partners are not attending this meeting and due to the reorganization of the US NODC there is no report available, also the Spanish colleagues are not attending this meeting to report on the activities at the Balearic Sea). BODC is looking to use ncSOS to serve glider data and also there is some work done by IMOS on comparing sensorML templates between EU & AUS with good mapping across this process.
Next actions include: populate Github with more examples; work on Common templates; engage with instrument Manufacturers and try get them on board in this process because there are projects that are running outside of ODIP; check ways to establish Restful services; examine some examples with Clients.

Roger Proctor explains that as there is no standardization in this field yet, they are looking to standardize flavours of modern web SWE APIs and formats in this process. Different initiatives of RESTful API and JSON encoding have popped up (52North, CSIRO, CSIC, IFREMER, RITMARE) because these are more commonly used in web developments. But none of them has been standardized at OGC yet. There is a requirement to merge these initiatives into one standard. It has been seen that the RESTful API proposed by 52North is a good candidate while some standardization of sensorML and O&M implementation in JSON is currently in discussion at OGC (e.g. using JSON-LD for linked data and geoJSON for geospatial information). He then invited ODIP partners to present their contributions to prototype 3 as well as other projects representatives on how they might interact with ODIP in the future.
2.7.2 Partners contributions

52 North SOS testing: Jonathan Hodge presented the tests done in SOS. The 52N Version 4.0 had huge memory growth and investigation found that all record identifiers from all tables were being loaded into cache. Version 4.1 drops a lot of memory issues but Postgres appeared to not be making the best use of available DB indexes. Retrieving 1 observation from 13.7million took about 2.5 minutes, which was not functional. Removal of several tables left out joins to observation types which were not required (e.g. text time series, blobs, Boolean, etc), resulted in joins to only 4 data types instead of 7. Retrieving 1 observation now took ~30ms, which is a huge improvement. Some other experimental settings in v4.1 such as settings that stop sequential table scans and false indexes used to find data and found that with all 7 data types: retrieving 1 observation took ~1.6s which is good but not a sensible solution for small tables. Discussions with the developers of 52N provided more reliable ways to remove outer joins without forcing index use. Results match the second situation but with a more sustainable solution.
52 North SOS standards and performance: Jonathan Hodge presented how some of the time series services that integrated into SOS can perform. It is an activity within the framework of the eReefs project. The main issue was the performance of SOS and it was found that SOS can give all standards and all compliance that is needed. There are many use cases well beyond the scientific world (real computing or financial) which use huge amount of time series data but when standards are to be used then data are lost. In an example of a weather station data, where performance was measured with a SOS v4.0, we get 50 000 results back in about 5 seconds which is reasonable but if we try to get back huge amounts of data (1 or more millions) for pre-processing or other usage then the performance is insufficient. So InfluxDB (replacing Sensor CRUD) was considered, its main feature is to easily get data in or out. InfluxDB uses SQL plain language, it is easy to install and use and retrieves 50 Million values between 9 and 14 seconds. Jonathan Hodge then explained the Hybrid Architecture and the SOS PROXY noting that the concept of such hybrid systems for times series data is similar with the Hybrid OGC Services that Simon Cox spoke about a few years ago. He then explained the advantages and disadvantages of such an approach and concluded that a python proxy to either 52 North SOS or an InfluxDB service was faster than 52 North SOS alone in the CSIRO case, and that Hybrid services offer advantages in speed without sacrificing functionality.
Dick commented that it is very pragmatic.
Ritmare Starter Kit updates: Alessandro Oggioni presented the CNR updates since last year. He reiterated that Starter Kit – an open tool - has been developed within the RITMARE, a Flagship Project by the Italian Ministry of Research that is coordinated by the National Research Council of Italy and aims at the interdisciplinary integration of Italian marine research. SP7 is the 7th sub-project of RITMARE, with the objective to create the interoperable Infrastructure interconnecting the whole marine research community. A bottom-up strategy was chosen enabling researchers to autonomously contribute to the infrastructure. The Geographic Enabled Toolkit (GET-IT) Starter Kit was developed for both geo and sensor data and is a suite of software and services integrating GeoNode, GeoServer, PyCSW the SOS implementation by 52 North in v4.1, and among other tools a Metadata Editor (EDI) – an online editor for sensor metadata in v4.1. He then introduced the updates. Twelve registered nodes use the Get-IT StarterKit solution and installed the SOS server but only six use SOS for distributing the observations and the sensor metadata. The SensorML editor has been completely integrated in the GET-IT software. All parts of SensorML are reproduced in a EDI SensorML template, for each item there are tooltips, and when user finishes with the filling on the form, the interface creates the SensorML XML in v4.1.0. The editor has many functions and multiple fields can be generated for each item. The generation of dropdown lists is based on codelists such as keywords. Autocompletion is also possible for manufactures. The autocompletion is used also for other metadata fields whose values shall be taken from SeaDataNet controlled vocabularies stored in the RDF triple store. The data model underlying template creation is encoded as an XML. A user oriented sensor description has been also integrated where the user can visualize the information about the sensor. The next update concerns the development of a sensors prototype, in collaboration with Roger Proctor. The prototype is developed for different types of sensors and allows the autocompletion of the SensorML. The last update is the autocompletion of FOAF RDF profiles for RITMARE users and institutes and sensor manufacturers. 
The tool is completely open and a Github developed for RITMARE and its group.
Dick suggested making the list of manufacturers part of EDMO and since EDMO is available as web service and used by CSR, USA and AUS, this list could be populated and used by a larger community as a basic vocabulary like P01. He also suggested that for the collection of the information of the sensor profiles to speak directly with the manufacturers instead of collecting information from web sites or existing directories (FixO3). This is done in Eurofleets and FixO3 projects and the more manufactures are being involved, more tuning can be achieved. 
Thomas Loubrieu asked why they use SensorML v1 and Alessandro Oggioni answered that the time of creation of the first template the 52N was using v1, but now they have already started to create v2 for physical components for example.
ODIP prototype 3 BODC activity: Justin Buck presented the BODC activities within several ongoing and future projects. He first explained what are the goals and the SOS role in the context of BODC. There are many types of data, glider data, AUV data, animal tag data, profiling floats and we want these data in the systems quickly and in consistent formats. There is also the requirement to transfer these real time data into a delayed mode infrastructure for calibration and most of these communities need the data primarily in CF compliant NetCDF. Within several projects multiple types of platforms being deployed simultaneously so formats and protocols need to be consistent for interoperability. SOS has a dual role within BODC. Real time data streams with NetCDF exchange format are made available through THREDDS and ncSOS or 52N implementation according to the initial plans. Also, SOS service is used to deliver the observed data towards web services and the BODC delayed mode system for validation, archiving and web delivery to users. BODC is involved in two on-going Sensor Web Enablement projects and funding prospects to continue work are good with multiple EU Horizons 2020 proposals submitted/funded with SOS/O&M/SensorML central to the data management:
· SenseOCEAN (working at sensor level for getting biogeochemical data in a standard format);
· BRIDGES (working at platform level for Introducing OOGC standards in the communication between the base station and platform and delivering data in standards based formats directly from base station);
· AtlantOS (working on data delivery for standardization of data between diverse networks and from acquisition to services and users), and
· ODIP2. 
Roger Proctor asked if standard vocabularies services (BODC NVS) are used in these projects. Justin replied that FixO3 and Argo use their own vocabularies. New bio Argo data will be mapped to NVS. They are trying to convince the glider community to use NVS. Dick Schaap noted that the same happens in Atlantos where there are different networks who try to converge the output while effort should be given also to the input and suggested to keep pushing observing networks to use common standards. 
SOS for grain-size distribution: Rob van Ede presented an update for grain size distribution. Recently the database has been extended through digitisation of the archives of measured grain-size distributions from land and water samples, mostly on Dutch territory. A number of techniques were used to get these distributions: sieving, laser diffraction and optical methods. Local (Dutch) vocabularies are used. Currently the quality controlled data are available free of charge through a web-shop (DinoLoket.nl) that will be soon translated in English. In parallel work has started to make these data available through an SOS. A Lab environment has been set up, not yet public available that uses 52 North 4.2.0 SOS and the local vocabularies are mapped to the SeaDataNet-BODC vocabularies P01 (for grain-size classes), S04 (for procedures), P02 (for offerings). The big challenge during mapping is the grain size min-max. In the database there are not well defined classes and some match exactly with the P01 while others not. The question is: start generalize data and make these more usable for people or extend P01. Discussion with Roy Lowry is ongoing about that. The next actions include: complete the mapping and extension of the vocabularies where needed; load data into SOS straight from database or through transactional request; test for usability; move to production and release; and for the future to serve subsidence measurements from oil-gas industry with SOS (time-series of GPS elevation).
Roger Proctor asked the group if someone is using the SOS transactional service. Thomas Loubrieu replied that they do not use 52N but they implemented their own transactional SOS service.
Progresses on SeaDataNet, JERICO-NEXT and Eurofleet projects: Thomas Loubrieu presented the status of development in different EU projects. SWE is used in two different perspectives. First, between the data providers and data centres where there is a lot of heterogeneity in the data source, different platforms, acquisition systems and a unified conceptual model is needed to manage the provenance of observations. The relevant EU projects that are managing observation systems are JERICO, Eurofleets, FixO3. Secondly, SWE is used to provide homogeneous collection of observations to scientists for gridded analysis and time series analysis and they need less metadata about observations and observing systems because the data centres have already homogenized data collections. In these cases the SOS protocol is used to ease the access to these collections and comply with INSPIRE directive which is mandatory at EU level. These projects are EMODnet/SeaDataNet and Copernicus. 
He then presented the progress at the downstream part (between data centres and users) concerning the SOS protocol at the Oceanotron in situ data server for dissemination of profiles, time series and trajectories (up to 100 thousand features in a single collection) towards SeaDataNet, EMODnet and Copernicus. The native dissemination format is netCDF, ODV binary collections or local databases and enable coordinates phenomenon subsetting criteria. The results can be access on O&M data model in JSON or XML encoding or netCDF4. For big volumes, users send requests with subsetting criteria and get URLs from where the datasets can be downloaded offline. Issues related with the implementation of SOS for big data collections have been solved (GetCapabilities, DescribeSensor, GetFeatureOfInterest) or are to be solved (GetFeatureOfInterest + extension parameter to only get unique sampling features per platform for “readable” map). Front-end clients will be developed internally at ifremer and connected with OceanBrowser and Sextant. For data dissemination ncSOS and 52North are also looked at. NcSOS did not succeed with netCDF. The REST-Ful API from 52North for time series is a serious competitor to the SOS XML implementation. 
On the other side between the data providers or systems operators at data centres, there are different actions. IFREMER is developing SensorML editors with traditional web-forms for 'standard' templated systems in order to describe JERICO moorings. Recently a “Draw my observation system” application is being develop to describe complex experimental deep sea systems, like MOMAR. The application will be described later in the data ingestion session, paragraph 4.12, the basic principle is that the data provider can describe the system by doing drag and drop of pre-defined sensors and export the result in SensorML. Within Eurofleets project, Ifremer is working with CSIC on the real time data transmission from research vessels to databases for the management of events, CSR and CDI automated creation, real time data flow to on-shore databases (see Eurofleets presentation under Session 2). There is a module on board that creates the system configuration by sending sensorML records to the shore system. When system starts an observation it sends O&M records and trigger an on-shore database that harvest by a grabber on real time basis the data stream provided by the vessel. When observation is completed the system on board send an updated O&M and the stream is stopped.
Within SeaDataNet, Ifremer is working with OGS for the management of monitoring stations at Adriatic Sea and a 52N implementation with new tests for SOS v4.2 to enable RestFulAPI on top of SOS4.2.0. A SOS web client installed at OGS (http://nodc.ogs.trieste.it/SOSclient/) 
Finally, within SeaDataNet, a SWE demo is being set up for September 2015, to combine research vessel navigation and thermosalinographs, Argo data, monitoring data from mooring (poseidon/pylos, E2M3A, MAMBO1) and deep sea observatories (MAMOR) and define a common profile in sensorML v2 and O&M. Data will be available in separate services (http, ftp, NetCDF or ASCII) for the moment and not in O&M or getResult request. A portal will cross link these observation interfaces with CDI portal.
2.7.3 Invited presentations from EU Projects

SenseOCEAN: Justin Buck explained the difficulties in delivering data using standards and the proposed solution. Autonomous ocean observation is massively increasing the number of sensors in the ocean. Each platform is equivalent to a small vessel. Data practices need to evolve to ensure: key metadata and technical data from novel sensors are never lost; efficient data processing, efficient data archival and seamless data delivery. The solution is that data standards are needed from sensor through to delivery. OGC standards are becoming a common practice and the applicable OGC SWE standards to this work are: Observations & Measurements (O&M), PUCK Protocol Standard Sensor Model Language (SensorML), Sensor Observation Service for delivery (SOS). W3C Linked Data is also being explored for serving data from a SOS and a linked data server. However it became quickly apparent that legacy hardware and cost of data transmission is constraining implementation. For legacy systems (such as gliders, autonomous platforms, ARGO) there were bandwidth limitations between sensor and control board and limited processing power on control board. Existing base stations were not OGC SWE compliant. The cost competes with the scientists desire to get maximum data back: using XML based syntax e.g. SensorML significantly increases cost of transmission. The high volume data from new sensors brings back highly compressed data e.g. passive acoustic monitoring. Given the above difficulties, the proposed solution creates minimal extra transmission costs. It uses NERC linked data service to serve sensor metadata in a variety of formats. Collection data service implementation allows delivery of data by both W3C Linked Data and OGC SWE standards. Implementation of SWE standards not precluded at earlier levels of processing.
Thomas Loubrieu asked if there are already feedback on how those who are working on the development of sensors are reacting to the SWE standards and Justin replied that this is difficult. The effort is to minimize the process, transmission and duration cost. The binary implementation of XML will solve some of the problems.
Oceans of Tomorrow 2013.2 Projects: Jay Pearlman presented an overview of the work that is done within three EU FP7-OCEAN-2013.2 projects, NeXOS, Common Sense, Schema, the commonalities and their collaborative activities. The fourth project about sensors, SenseOcean was just presented by Justin Buck. All four projects were awarded in September, October and November 2014. The motivation for these projects came from the fact that there is increased interest for new sensors which will expand the observations, lower their cost and make them more pervasive. By reducing the cost of observations more sensors will be bought, more sensors will be built and their cost will be reduced (chicken and egg situation).To stimulate this process, EU in the FP7 programme, has two classes of projects, the 2013.1 and 2013.2. The first (2013.1) is for sensors (for biogeochemistry, chemical and other biological elements of observations) and the second (2013.2) is for sensors and systems. The increasing need for ocean information is balanced by the budget limitations and the challenges of comprehensive observations. This was approached by incorporating new technologies in the sensors side. Part of this balance then is how detailed the real time data should be, how to deal with what data is essential and how to do the compression. A very important issue was the transition of research to production and operations, identifying new markets for instrumentation.
NeXOS is a four year Project, about 6 million Euros budget (EU contribution) and is focused on the next generation ocean sensors. In terms of cost-effectiveness of ocean observations the project is looking at: 
· Development of compact optic and acoustic sensors with web enablement
· Data interoperability "out of the box” with ”sensor web enablement for interoperability: "plug and work”
· Multifunctional sensing: do more with instruments without increasing their price
· Smart antifouling system: less maintenance
· Multiplatform: increase the sampling resolution using low-cost and platforms of opportunity
· Addressing the full life cycle from design to operations
Two types of sensors are being examined: optical and acoustic. The optical sensors are fluorometers and interferometers. In terms of measurements they focus on carbon and carbon cycle, and some organic and suspended matter. For the acoustic sensors, the emphasis is to increase sensitivity and a much larger dynamic range. The third class of measurements is from sensors on fishing nets to look at the environment conditions and help the fishing fleet to manage the catch. Ifremer has a very effective cooperation with the fishing fleet. For the different types of platforms types such as gliders, drifters, cabled observatories, ferry boxes, trawlers, etc, a series of user scenarios (use cases) have been identified to test, validate and demonstrate the new sensors developments. The optical sensors for example can be tested at the majority of the platforms. The application areas of NeXOS are science research, marine management and supporting of industry and particularly the off shore industry and measurements of chemicals in the water.
Common Sense is a project co-ordinated by LEITAT a Technological Centre in Spain, about 6 million Euros budget (4.6 million is the EU contribution), the consortium consists of 15 partners from 7 countries. The project is dealing with Temperature and Pressure innovative sensors for water monitoring and the use of microcomposite and nanocomposite films for partial pressure of carbon dioxide (pCO2) measurements. Other areas of study are the chemical environment, litter, plastics, small particles, chemistry for phosphate, ammonia, nitrate and nitrite. Of particular interest is the examination of heavy metals (GEOTRACES) as different types of metals become important part of the water cycle. For the implementation, there will be first functional prototypes but the ultimately goal is the production systems so as to move from early experimentation into demonstration adapted to different users monitoring requirements and deployment platforms. The project also will use Sensor Web Enablement standards.
SCHeMA is a four-year project with a budget of 5.2 million Euros, led by Univ. of Geneva and is focused mainly on chemistry. Its objective is the development of an array of novel chemical sensors taking advantage of various innovative analytical solutions for the measurement of CO2 and bio-toxins. It focuses in two classes of marine hazardous substances and organisms. The one is related to natural origin such as toxins coming from toxic jellyfish, microalgae, cyanobacteria, harmful algal blooms, etc and pathogenic agent (viruses, bacteria). The second class is of anthropogenic origin such as marine pollution. It is a product-based project for developing a suite of sensors for the assessment of the water quality and from the scientific view point to support the analysis of the coastal environments.
Jay Pearlman then gave an integrative view of how the four projects coordinate and share activities on sensors systems, information systems and platforms implementation. The collaboration areas are divided in three core subjects: standards and best practices, cross-system exchanges and collaborative facilities. Through a joint agreement, certain standards, access to test areas and interfaces for the information systems are commonly used. These activities are being routinely tracked for efficient coordination. In the area of standards and best practices and on sensors side the activities are:

· Compile a list of definitions to support comparison of testing

· technical specialists interchange to address common interface standards (a case examined in NeXOS)

· approach manufacturers for glider implementation of interface standards  
· create a template for and populate a compilation of standards and best practices (atlantos is checking that)
Reasonable sensor calibration between the four projects is done by:
· trade samples of toxins (Topics 1 and 2) and hydrocarbons (Topic 2)
· compilation of a table of chemicals and methods for each project

· approach the teams working on biofouling and determine whether cooperation is possible
· where possible, exchange approaches to assessing cost-benefit.

Finally, the third collaborative area is:
· create and maintain a list of calibration facilities for projects
· create and maintain a list of ship and other platforms that could be available
· look for facilities that solicit testing and allow in water comparisons
· examine opportunities in AtlantOS for project measurements.
2.7.4 Discussion and conclusions
Roger Proctor overviewed the presentations so far:
· Response improvements to 52N
· Database selection – InfluxDB?
· Mix of services?
· Get-IT starter kit (SOS & SensorML editor &…)

· Put manufacturers in EDMO?
· Binary XML for fast transfer?
· SDN SWE demo?
· SOS on ERDDAP
· Working well now with sensor manufacturers?
· Scope for further cross-project exchanges.

He concluded that there is a lot of activity, and several new activities on the horizon (including in Horizon 2020!), but are we getting closer to a common service? Is this for ODIP2? If this is the case, then what should (can) be the outcomes of these activities for ODIP I?
2.7.5 ODIP3: Impact assessment 
Review of Prototype 3:
Thomas Loubrieu described the Prototype 3 benefits and explained that there were a lot of updates for discussion since last Workshop in Townsville. The indentified benefits for users for SWE services are: greater volume of observations to access with reduced latency. It is one step towards open data by opening access to observations. It will help to disseminate the observation data to different portals. From users/regional infrastructure point of view, the SWE standards are an improvement for better provenance management and also for the management of observations quality. From the regional infrastructures point of view these SWE standards with the unified conceptual model for description of observation will help the submission of new data sets and short the latency in data submission. By adding the information in short delay will help the quality management shared developments and standardization of templates compared to the situation where the information is obtained long after the observation is done. This should also reduce the threshold cost of getting new data flows to data centres compared to the common standards (duplicates with UUID, automated publication in GBIF, CDI,...). And finally, these will help the shared developments and standardization of several templates that have been developed so far. 
The identified demonstration use case was to combine restful JSON services from different providers (52 north, ncSOS, sensorCloud, oceanotron) into a single portal.
The identified performance indicator is a way to show the growth of SWE standards in marine community by having the number of servers deployed, the number of services available and the number of observation available from the services. There are 3 different configurations depending on how the servers have been designed, for example ncSOS has one service for each dataset while oceanotron (MyOcean) or sensorCloud has 1 service for one collection of observations. More examples can be considered.

The identified implications of Prototype 3 are:

· The implementation of SWE at sea (this includes the involvement of manufacturers)
· Standardize flavours of modern web SWE APIs (e.g. RESTful JSON)
· Scalability and performances of the system

· At EU level: to complete vocabulary services

· At AU level: to manage quality information, sensorML and O&M template library for sharing, port 52North v3.6 improvement on v4.X
· At US level: to merge development (Axiom data Science) in 52North in main repository: elevation, netcdf CF for discrete sampling (input/output), hierarchical procedures, and upgrade ncSOS to sensorML v2, provide JSON restFul interface
As in the previous Prototypes, the group discussed the implementation scenario for Prototype 3 and defined what is to be done in ODIP 1, in the ODIP second phase and in other activities. It was stressed the connection with and involvement of manufacturers in the upgrade of hardware systems at sea and the group welcomed Dick Schaap’s suggestion to invite manufacturers to the relevant project experts meetings and events such as POGO, Oceanology Conference in March 2016, Ocean Engineering meeting at Washington in September 2015. The group also agreed to share its ideas and the new SWE examples with other communities and working groups.
2.8 SESSION 4 – Vocabularies – plenary
2.8.1 Reports and updates
R2R ODIP Vocabulary Progress
Karen Stocks presented the progress of the R2R work related to the vocabularies. The R2R team is a collaboration of 4 Institutes (LDEO with Suzanne Carbotte and Bob Arko, FSU with Shawn Smith, WHOI with Cyndy Chandler, SIO with Karen Stocks). Most of the ODIP funding supported five students in the ODIP work. Jocelyn Elya was working with Shawn Smith on mapping SAMOS controlled vocabulary terms (QC flags and parameters) of meteorological data from underway vessels to internationally served vocabulary terms. All quality control flags were mapped to SeaDataNet measurand qualifier flags (L20). 27 out of 38 SAMOS parameters have been mapped to CF Standard Names (SeaDataNet P07) and BODC Parameter Usage Vocabulary (P01). For the unmapped parameters the challenges are that many “Time” terms are too broad or too specific and that attributes needed to be included in the parameters. The second student, Nkemdirim Dockery (was working with Shawn Smith) created SPARQL endpoints to allow the SAMOS data to be queried based on ship, time, geographic footprint, and parameter. This prototype has been completed and is to be published. Renata Ferreira (was working with Karen Stocks) mapped R2R terms to SeaDataNet vocabularies in support of the adoption of the Cruise Summary Report (CSR) system as part of ODIP Prototype 2. The mapping of R2R Port Vocabulary (UNOLS) to SeaDataNet Ports Gazetteer (C38) has been completed, it was rather easy and only 7 new terms needed to be added to C38. The R2R Organization Vocabulary mapping to the European Directory of Marine Organisations (EDMO) has been completed and 242 new terms added to EDMO. About 125 new R2R Device Models were mapped and are in process of being added with full documentation to the NVS SeaVoX Device Catalogue (L22). The fourth vocabulary was for people and an effort was made to map chief scientists to ORCID identifiers. Out of 854 scientists there were 28 initial matches, 826 with no matches and 108 with name match but the rest metadata were insufficient to confirm the identify of matches in ORCID. A new direction was taken by R2R by asking every scientist through an email and a web form to self report for their personal identifiers in any of the leading systems (ORCID, Research Gate, Researcher ID, Google Scholar, Scopus, and Linkedin). The initial results indicated that Research Gate and Scopus were the most highly used ones. ORCID, Researcher ID and the others followed with less use. Karen Stocks commented that there is food for thought on that. Linyun Fu, the fourth student was working with Bob Arko created a prototype with a query interface to Linked Data using Elda (human and API). Simon Cox noted that Elda interface sits on the top of a SPARQL endpoint. This prototype has been finished. Finally, Karen Stocks mentioned a collaborative effort related to a new proposal (not yet accepted) by RDA Vocabulary Services Interest Group led by Simon Cox and Adam Shepherd.
Dick Schaap commented that he is receiving a lot of invitations from Research Gate and asked whether there were spamas the people named on the messages were unaware of them Simon Cox replied that these result from uploaded citations where Dick is a co-author. These messages will stop with the creation of an id.
GeoLink: Semantics and Linked Data for the Geosciences
Bob Arko provided a briefing on the GeoLink project, a current US activity funded by the EarthCube Programme which is the main funding mechanism over the last years for cyber infrastructures and geo informatics. The project is related with the publishing of content as Linked Data in which the basic idea is that the Web is the API. The work plan includes: publishing set of reusable Ontology Design Patterns (ODPs) to describe geoscience concepts; upgrading existing repositories to publish their content as Linked Data, using those ODPs; and populate an integrated knowledgebase and exercise it against science use cases. Some of the partners such as BCO-DMO, R2R are involved in ODIP so there is relevance between the two projects. 
The basic concept of the project is to model the content, import the ontologies in and use this model for discovery. Currently the project is focusing on ships and cruises but is expected to extend at broader cross-sections of platforms and expeditions types. The cause of doing this is to poll existing controlled vocabularies and classify contents. The success so far is that no new vocabularies have been invented. Existing Gazetteers have been imported like GEBCO, the Global Volcanoes Programme, the SCAR Gazetteers for undersea features (south of 60S), existing NVS vocabularies for device types, platforms types, parameter types. In terms of people there is no solid vocabulary and the US NSF Awards (from 1970 to today) is used.
Some of the challenges faced are: Lack of key controlled vocabularies published online with URIs and useful definitions; Lack of physiographic gazetteers published online with URIs and proper RDF geometries; Lack of Person and Organization identifiers published online with URIs and adequate metadata. Finally Bob Arko noted that there will be more progress to report at the next ODIP Workshop.
Simon Cox added that the 16 core concepts are being modeled as classes, some of these classes exist in ontologies more or less known with on line URIs while other not. Bob replied that they created the ontologies classes and imported vocabularies in to classify instances. This issue will be further discussed at the relevant agenda discussion item.
MMI Semantics & Repository Report
Simon Cox on behalf of John Graybeal (MMI) presented the MMI report for ODIP. He started with some upgrades on the EarthCube initiative and a recent “Tech Hands” meeting which focused on semantic areas and the strong sentiment for a community repository of semantic assets. A second activity concerns the ESIP federation. MMI is moving toward becoming ESIP Committee and MMI ORR is in initial discussions to deploy an ESIP instance (2nd ESIP semantic repository testbed). MMI maintains the Ontology Registry and Repository (MMI-ORR) and hosts the CSDMS ‘foundational’ semantic assets on resources like ’object’, ‘quantity’, ‘operator’, ‘assumption’. These assets are used as part of CSDMS standard names framework. MMI is discussing ORR deployment with ESIP Federation for possible alignment with EarthCube goals. Another activity is the review of several NSF proposals. As a summary, MMI is engaging with EarthCube, RDA, ESIP Federation communities about assets. There are multiple projects ongoing to build references for earth science data management assets. MMI is working to integrate its work in these results or processes.
Jay Perlman added that John Graybeal proposed a semantic working group on EarthCube under the technical community group proposals for funded projects and would welcome people of ODIP to join that group.
Report on Vocabulary Creation and Management (VOCRAM) Project
Roger Proctor reported on the activities undertaken within VOCRAM Project that aims to improve the end2end vocabulary management process. VOCRAM started in September 2014; it is an AU Project, suggested by eMII, coordinated and lead by the Australian National Data Service (ANDS). Other partners are: CSIRO, IMOS, TERN, ALA, BoM. ANDS coordinates all public accessible research data across AUS and provides tools and services to people for make use of these research data. IMOS does not have a mechanism for an end2end process for creating, managing, and publishing vocabularies. ANDS undertook the role to provide such services as they already had a tool (SISSVoc) for publishing vocabularies. So, the goal is to deliver ‘software as a service’ infrastructure that dovetails with other components ANDS is developing, or refining (e.g. vocabulary catalogue and publishing services). Once complete will provide widely accessible vocabulary services that can be used to further pursue involvement in ODIP. He overviewed the interoperable Services Infrastructure developed by ANDS in partnership with other Australian agencies. Central in this process is the ANDS Vocabularies Services Cluster and part of the process is the functionality labelled ‘Editor’ for the management of the repository of vocabularies, before publishing. VOCRAM is mainly addressing the functionality ‘Editor’. Next to the Vocabularies Services there are tools for creators and providers to put information in the Services and also tools for consumers to access these vocabularies.Roy Lowry asked where the mapping is located and Roger replied that mapping does not occur in this process. Roger Proctor then gave some information on the evaluation process and the selection of the management tool of the Project, Pool Party (https://www.poolparty.biz/), a commercial tool but with academic license for reduced cost (5000 dollars/per year). Initially 39 available tools were reviewed, 12 were selected and finally they ended to 3 (Pool Party, VocBench 2, and Synaptica). A quick over-view of the Pool Party tool then follows on how to manage the vocabularies, to create new concepts, the wiki viewer, and its associated SPARQL query endpoint. There are constraints such as limitations to create URIs but in general it is a very flexible and reasonable tool. He concluded that now they have an end2end process which starts with providing some vocabularies concepts, built them in house, export to skos files into Pool Party, managing them in the Pool Party and import them to ANDS repository and then published to SISSVoc. Now they are building the interfaces between these components and the pilot service will be operational by the end of September.
Dick Schaap asked where the name comes from and Roger and Simon said that it is Austrian, from Vienna, a company named Semantic Web Company. Dick Schaap also asked if it goes beyond marine. Roger replied that it is a service for ANDS and Simon added that ANDS, as IMOS, is part of the AUS Programme called National Collaborative Research Infrastructure Strategy. 

The group discussed that sometimes issues may arise with commercial companies if they are being asked to make changes at the software they deliver e.g. Roy Lowry commented that the change of the template for the creation of the URI may be expensive. So far, this has not been the case in the AU experience.
European ODIP Vocabulary Work/NERC Vocab Service
Roy Lowry preseneds a report on progress since Townsville, August 2014 concerning the exposure of the P01 Semantic Model, automated semantic aggregation, the instrument vocabulary mapping, parameter mapping between ICES contaminants data base and P01 for EMODnet Chemistry, the SeaDataNet vocabulary connections, and some targets on cross-cutting actions for ODIP2 for problems that have not been solved. He informed the group that Adam Leadbetter resigned in October 2014 and left in January 2015, he is now at Marine Institute, Ireland. Alexandra Kokkinaki joined BODC on April 13, her background is Electrical and computer engineering degree, medical informatics MSc and PhD, experience in medical database development. BODC has now a vocabulary management group responsible for content matters within the vocabularies, Alexandra will be responsible for technological aspects, and Rob Thomas and Gwen Moncoiffe and the rest of the group will be responsible for the content. Roy Lowry also informed the group that Adam's handover caused disruption and he hasn't done as much as he would have liked for ODIP. He then proceeded with the Semantic Model Exposure activity. Primary objective is to build a set of 'one-armed bandit' reels. Then a mapping or new P01 concept creation becomes a 'spin of the wheels'. Each reel itself is a controlled vocabulary (and a URI). These will populate 'bandit' interface drop-down lists and provide URIs for RDF document describing the P01 code. The wheels built to date are:
· S02: parameter - matrix relationship (e.g. per unit wet weight of)
· S26: matrix (e.g. Water body [dissolved plus reactive particulate phase]) 
· S25: biological entity (e.g. Limanda limanda (ITIS: 172881: WoRMS 127139) [Sex: male Subcomponent: liver])
The next steps for the P01 exposure are:
· Development of the 'substance' wheel. Looking at integration of ChEBI into the semantic model

· Proposed strategy

· Validate/clean ChEBI/CAS mapping mined from eReefs

· Expand P01 semantic model CAS coverage and include as an explicit field. CAS is becoming a very powerful identifier for chemicals.
· Generate mappings between P01 URIs and ChEBI URIs based on CAS (will appear in P01 SKOS documents)

· Development of 'Parameter' wheel. Fairly trivial.

· RDF encoding for the exposure of semantic model - draft based on Compound Observable Property (INSPIRE extension to O&M)

· 'Bandit' automated mapping tool (needs a developer)
· Research reasoning mapping moderator (Alexandra)
Another activity is Semantic Aggregation. For EMODnet Chemistry two vocabularies have been developed: P35 – for describing parameters at the level that EMODnet wants to present products to decision makers. The second is P36 – themes. Each P35 concept is mapped to the P01 concepts that may be aggregated to produce it. So far P35 is populated with 136 entries and growing. The ODV software has been enhanced to use the P35 mapping to automate parameter aggregation (which is currently a painful manual process) when aggregating data sets from multiple sources. The P35 concepts may provide a common denominator for semantic interoperability.
Another activity is Instrument Mapping. The mapping is quite trivial because instruments names are the same. The strategy is to extend the L22 vocabulary to cover all the devices in use by R2R and IMOS. This is a crude but effective semantic harmonisation. Work is progressing and since Townsville another 180 native concepts have been added to L22 and now there are 889 instruments described in the vocabulary, providing quite a rich semantic resource. Work will continue between BODC, IMOS and R2R as resources become available.
For Parameter Mapping, Roy engaged with ICES in a 'Bandit wheel' mapping exercise for the contaminant in biota database. There are over 800 combinations in ICES (150 for priority biota for EMODnet). As a result 683 new concepts registered in P01 in less than 2 days, it is a very effective way of doing a mapping because rather than looking separate long strings, just pull out the two semantic models and map the semantic models. 8 green dogs rounded up in the process and eliminated from the ICES data base (Fish with blubber and Mussels with tail muscles).
The last activity is the SeaDataNet Vocabulary Linkage Issues. A linkage to a vocabulary URI should include a human readable label (included in xlink anchor syntax), a URL (e.g. xlink:href), and information telling the client what to expect at the end of the URL (e.g. xlink:type). Xlink anchor does the job and is becoming popular. SeaDataNet ISO19139 XML documents use ISO codelist linkage. Roy proposes the next time the schema is revised to add an extra element e.g. Xlink anchor linkages (and keep the ISO codelist as it is). This will be a huge step for interoperability.
A possible target for ODIP2 is the problem known by the CF community as the “Common Concept Problem”. The issue was first raised 6 years ago by CF for the “2m air temperature”, the standard meteorological parameter. However in CF the standard parameter name is “air temperature” and the 2 is the value of a coordinate variable attached to the parameter. In BODC the parameter is described in a different way so this causes problems during mapping for the semantic interoperability. The same problem was raised by SAMOS in Townsville. – In P01 radiation travel direction is part of the parameter name (e.g. downwelling irradiance) whilst in SAMOS radiation travel direction is recorded as part of a coordinate reference system and the parameter name is simply irradiance. So, there is a need to automatically recognise these as the same. A second possible target for ODIP2 is the algorithmic aggregation. At the moment we merge columns together considering that these are the same measurements. Issues with different units can be easily addressed by ODV. But there are cases where one laboratory 1 reports nitrate and nitrite separately and another Laboratory 2 reports nitrate+nitrite. If we need to aggregate these automatically into a nitrate+nitrite product, somehow ODV has to know that there are two columns that need to be added together. There are many similar use cases to these. In other not so simple cases, combination algorithms potentially are much more complex (e.g. oxygen saturation from oxygen concentration, temperature and salinity). The knowledge needs to be encoded, distributed and used by the aggregation tools.
Simon Cox noted the conflation of P01 and the issue to separate the observing method from the parameter name (this is done in the O&M). Roy said that EMODnet is moving to this direction to exclude method of measurement from parameter and explained that when P01 started to be built up in 1988, the practice was to include both what was measured and how it was done. Also there was a practice in the oceanographic community in 1980s based on ideas coming from the IODE Group of Expert and Technical Data Exchange where the measurement method implied semantics for parameter quality (e.g. Temperature from CTD is of high quality).
CSIRO-Vocabulary deployment patterns and governance challenges

Simon Cox explained how they deploy and publish vocabularies in CSIRO within a Project that Jonathan Yu is leading. The methodology is not to create new vocabularies but to find what exists and in the context of linked data to create URIs for them. He gave some example of where the content come from. The sources can be published vocabularies as web pages, such as the International Units System (SI). In this case the URIs are actually addresses for web pages that describe the concepts and if these addresses change, then the link does not work. This was found for the SI definition of meter that changed the last 6 months. Another case is the geologic time scale from International Chronostratigraphic Chart, that is published as PDF (coloured) with an html table behind very rich in geological terms. GCMD is another possible source for getting URIs in RDF version through the csv published vocabularies. ChEBI (Chemical Entities of Biological interest) is publishing very well, the database and ontology of ChEBI includes 30 000 unique chemicals and is a very good example of existing URIs. To list chemical you only need to define subsets but not URIs because they already exist.
He then explained the formalization and encoding process. Vocabularies are retrieved from various authorities, such as Bureau of Meteorology, National archives, ABS. Focus is on vocabularies that are maintained in an Excel spreadsheet, and hosted online with no machine-readable information. The 1st step is to order the information contained in the spreadsheet in a manageable way e.g. break single columns that often contain multiple pieces of information so that each column only contains a single property. The 2nd step is to insert CSV to RDF 123. This program encodes the spreadsheet into an RDF format. This is done by importing the spreadsheet, create relationships between the columns using the graph and provide it with the prefixes it will use. Finally some minor touching up a text editor and/or RDF editor by people using their judgement and the vocabulary is ready for publish online.
He presented the architecture of the current way of d publishing and deployment and vocabularies. It starts with the source vocabulary (in csv, html, txt format) that is converted in a formalized vocabulary (skos/rdf). The formalization is done by people with the methodology described before. It is used a Linked Data Registry (LDR) tool to manage data and metadata in the database (triple-store). An API is used to load data in the database and keep tracks of the registries. The content is exposed through a SPARQL endpoint to a SISSVoc service. Two users interfaces are used, one for search and the other for the linked data.

He explained that the registration process is the management of definitions. Vocabularies are just lists of concepts and in the world of linked data what actually is needed is the subsetting of these and their management in a transparent and orderly way. This process is often referred to as registration and register is a managed list (ISO terminology). The result of a registration process is as stable identifier. Identifier issued when requirements for the register are satisfied. The content has to be valid, with no duplicates and adequate definitions. Adequate definitions cannot always be algorithmically tested.
He showed the organizational relationships of the ISO19135 procedure for items registration. There is a register system for the management, it holds the registries (lists) and there are a number of roles of people and systems in relation to the content. There is a register system for the management, it holds the registries and there are a number of roles of people and systems in relation to the content (register owner, control body, register manager, etc). An important part of the system is that there is a lifecycle of entities in the register depending on their status (accepted/valid or deprecated, not accepted). Individual concepts can be versioned with the same URI. The versions are visible at the RDF linked data API. Roy commented that in NVS V1 he was not versioning individual concepts but vocabularies but this was not a good practice.
Simon Cox then explained complications raises when re-using existing RDF. The question is: do we re-using existing content which is already published as linked data but has modelling or versioning flaws in it. Do we fix it for them? Do we re-claim it? He presented two such examples. One from GCMD science keywords, where for the same textual definition and same label, they were different parents, different URI. Are they the same concept? A second example is from NASA SWEET, where every version of SWEET has a URI for the same concept, are they the same concept (versioning flaws)? Concept identifiers should not have a versioning number, the concept does not change. Roy Lowry commented that this was the reason NVS V1 was dropped. Another issue found with SWEET was that the geologic time scale was wrong. This was because the work done by students who used Wikipedia as source (and not the International Commission for Statigraphy). Wikipedia was fixed but errors are propagating through. ESIP will play some role in governing SWEET to manage such issues.
Another issue is the sub-setting of existing vocabularies when we want to publish as linked data. Do we version our or their identifiers version? Also, how do we model more complex vocabularies (more than SKOS) where there are OWL classes vs instances (URNs instead of http URI)?
2.8.2 Discussion
The discussion continued with on issues raised at the meeting, their solutions as well as targets for ODIP2. 

A pain point is the lack of reliable URIs in existing Gazetteers and there is need of publishing Gazetteer as vocabulary.
The stable hosting was discussed. Governance is needed, and transparency, SeaVoX is a good example, it is an email list, with 60-70 people responsible for content management. Roy Lowry is the moderator and the register manager. The risk with discussion lists is that the debate is dominated by two people with opposing opinions neither of whom will give ground. Consequently, consensus cannot be reached, This is a common problem on the CF list. It is recommended to work further on a good overview of vocabulary services in support of linked data applications. 

The discussion continued during the break-out session. 
2.9 ODIP 2 follow-on project proposal
ODIP 2: administrative aspects of ODIP 2 

Helen Glaves presented the administrative aspects of the new ODIP 2 Project, which applies only to the EU partners. It has successfully obtained EU funding, but funding is uncertain for the US and AUS side for the moment. She thanked Dick Schaap for single-handedly writing and submitting the proposal last, August. It was a Horizon 2020 INFRASUPP-6-2014 Call on international cooperation for Research Infrastructures (RIs). The ODIP proposal focused on supporting the multilateral cooperation of RIs in marine science, a challenge which almost was written for ODIP. The Project has actually started because the Commission signed the Grant Agreement (GA) earlier than expected on 1 April 2015. 
The prime objective is to extend the activities of the existing ODIP Project. It will provide the coordination platform that will bring people together, leveraging on what has been done in other ongoing activities. Specifically it will develop some common approach for specific aspects of data management, like vocabularies. The same approach of developing the prototypes will be followed, in the form of two aspects: two new prototypes will be developed but also the existing ones will be further developed to make them more operational. The scope of the project will be widen and include other marine domains and specifically the marine biologists. 
The Project will have the same structure, 5 Work Packages (WP). Key WPs will be: WP2 (Workshops) led by HCMR. Outcomes of WP2 it will feed the WP3 (Prototypes) led by MARIS. WP4 (Impact Assessment) led by Ifremer. And the WP4 (Dissemination) led by NERC/BGS. One of the foci in the new project is that more partners will be engaged in dissemination activities because up to now only few individuals were involved. Wider outreach is needed to establish connections with other projects. She gave information on the project management, the coordinator(s), the Project Officer for the administrative support of the Project, Financial Officer, the Steering Committee, and Partners Committee. A key change is the EU Project Officer (Agnes Robin), who has coordinated ENVRI Plus, SeaDataNet, Eurofleets, Jerico. 

The Project consortium has been expanded and there are now 10 EU funded partners in 9 countries and and the previous associated partners. On the US side, the representation is the same, but await the NSF supplement. ESRI will participateto give ODIP a connection to an industrial partner. On the AUS side the representation is almost the same, NCI will participate. Partnership with IODE will continue.

Other initiatives contributing to ODIP: EuroArgo, BCube|EarthCuBe Building Blocks, OceanObs NRC. There is also a new project that has just been funded, ENVRI Plus, an ESFRI Roadmap Initiative which is bringing together EU Environmental Research infrastructures. SeaDataNet is specifically mentioned in the proposal. ENVRI Plus should be included in the impact analysis. EMSO also is funded and is closely related with ENVRI Plus. Another project we’ve worked at the past is COOPEUS. The USA component has been funded but the EU component of COOPEUS has not been funded and they are now looking for sustainability solutions for the EU side. At the moment leveraging with ENVRI Plus and ODIP is being checked. 
There will be only 2 periodical reports, for the EU partners, with no signatures on FormC, and two EU review meetings.
The membership of the Steering Committee is being widened: the coordinator(s), the WP leaders, representative from IODE, US and AUS representative to make sure that regions are balanced represented. 
The partners Committee meeting will be every 6 months during the Workshops. 
The funding is twice the first round but with more partners, so for partners it is almost the same as the first phase. There is more money for the “Other Direct Cost”, it will be to cover travel outside Europe. Partners are expected to be represented in all Workshops. Commission asks questions about costs claims and details for some partners (TNS: Travel and Substance).
168 person months are available for the new project, which represents quite a lot of effort. 
Helen Glaves then finished by giving some details on administrative issues, she is expecting comments for the update of the CA until 1st of May. Partners will receive a notice to confirm bank details in order to receive the first payment (after the CA signing).

ODIP 2: Scientific objectives
[this presentation was given on Wednesday, after the discussion on data publication and PIS, paragraph 4.11]

Dick Schaap presented the scientific objectives and potential topics for the ODIP2 upcoming Workshops. These topics were included in the proposal. He asked partners to discuss and prioritize topics for the first Workshop.

He overviewed first the ODIP2 approach:

· The overall objective is to develop interoperability between existing regional marine e-infrastructures in order to create a global framework for marine and ocean data management.
· Workshops will be organized to present related topics of interest and to discuss differences and commonalities in order to identify potential topics for prototype projects. ODIP 2 brings together expert developers and managers of leading regional and global infrastructures.
· Moreover, new data and IT challenges can be highlighted, which by means of joint analysis, combining the expertise from the different regions, can lead to faster results and wider adoption.

· A number of prototype projects will be formulated and taken into development, largely by leveraging on the activities of current regional projects and initiatives such as SeaDataNet, EMODnet (EU), IMOS and AODN (Australia), R2R, US NODC, UNIDATA and US IOOS (USA) and in dialogue and direct cooperation with global initiatives such as IODE-ODP, GEOSS and POGO.
· ODIP2 will continue to provide the communication and exchange platform where partners can meet, and discuss best practices, and align their development activities for establishing common standards and interoperability solutions.

· This process requires strong interaction with the development activities taking place in the regional and global infrastructures. ODIP will function partly as a “think-tank” with agreed solutions carried forward by the related infrastructures for further development, testing and, if successful, wider implementation and operation.
He then presented the long list of possible ODIP2 topics:
· Continuation and extension of the three current ODIP prototype development tasks. Sensor Web Enablement (SWE) by evaluation and tuning of SensorML and O&M profiles for selected instruments, and further development of SOS servers and integration of these SOS servers operated by different ODIP 2 partners, seeking Sensor data interoperability. Applications for marine monitoring systems and for research vessels data management, incl logging of stations/events using controlled vocabs;

· Multidisciplinary interoperability/System of Systems approaches (e.g. GEOSS and GCI, Earth Cube BCube), providing the necessary flexibility and scalability for interoperability at the technological, semantic, and organizational level; 

· Brokering services, such as GEO DAB, including possible use scenario demonstrations; these services are in use for implementing System of Systems and can provide the required flexibility, scalability, and capabilities;  

· netCDF-CF standardization and interoperability with OGC data models and protocols (e.g. OGC netCDF SWG; OGC ESS DWG; ESA/OGC EO extension for CF, etc.); Investigation, testing and participation in standardization of use of new netCDF features. NetCDF is one of the common data models utilized by several disciplines to realize cross-domain interoperability;

· netCDF4 and openDAP support for the SeaDataNet gridding tool DIVA. Inventory and comparison of specificities and compatibilities of a) data manipulation tools (ODV, IDV etc.)  b) analysis tools (DIVA, OI, ….) and c) netCDF-OGC online viewers (Oceanbrowser, ncWMS, etc.);. 

· Continuation and extension of current ODIP activities for controlled vocabularies – ontologies - collaborative environments for vocabularies management - high-functioning vocabulary viewers, bringing advanced semantic capabilities into simple, elegant user interfaces, including automated translations from existing vocabulary formats into Resource Description Framework (RDF) format; expanding existing SPARQL and HTTP interfaces to maximize usability across a wide range of language and standards platforms; cross domain integration including marine biology vocabularies such as marine taxonomic standards (WoRMS, RAMS);

· Standardization of geographic marine names, including ocean basins, seas, seamounts, sandbanks, ridges, bays, and other marine geographical place names and attributes, and to display univocally the boundaries of marine biogeographic or other managed marine areas by the adopting the marine regions data scheme and marine region unique identifier; 

· Harvesting from several data sources, automated aggregation (duplicates elimination) and gridding with visualisation. Quality control issues. Prototyping aggregations of marine resources: in the framework of “Linked Data” and standards like OAI-ORE, exposing and storing the richness of aggregated web resources (text, numbers, images, video,) for further re-use; 

· Continuation and extension of current ODIP activities for data citation – data publishing – digital object identifiers;

· Automated processing of near real time data streams, particularly through the use of Web Processing Services (WPS) and workflow tools;

· Big data – Web Processing Services - Cloud systems;

· Data ingestion systems;

· Common standards for capture of provenance information;

· Interoperability between operational marine observation systems like POGO/EUROFLEETS for research vessels, GROOM for gliders (including harmonization of QC and calibration), ARGO for profiling floats, ... Also including sharing mission preparation information, for better planning, coordination and use of resources. Prototype could demonstrate, on a few areas, the benefit of being able to share these information between these observatory infrastructures;

· Research Vessels Information system, moving the current ODIP Prototype 2 from prototype toward production/completion, including Cruise Summary Reports, Vocabularies, Event logging, Cruise Planning, Data Management (SWE); 

· Continuation and extension of the current ODIP Prototype 1 activities to include interoperability of regional infrastructures and towards global infrastructures targeting marine biological data and to increase interoperability between biological and non-biological data holdings;

· Application of data formats and services in use for oceanographic data (e.g. netCDF, O&M, SOS) for marine biological data and data products and related interfaces to facilitate access and integration of biological data across infrastructures, improving interoperability with other oceanographic datatypes;

· Interoperability for marine biological data using OBIS and Darwin Core schemas through development of mapping and conversion tools;

· Development and promotion of biological trait standards (ecological descriptors, life history and distribution descriptors);

· Outreach: games, smartphone apps, web for students/teachers;

· Integration of data services with modelling workflows;

· Continued collaboration with and delivery to GEOSS and POGO.

Dick Schaap then invited the group to discuss what topics they consider as of priority to be included in the next workshop, September 2015, taking into account that there are new partners in ODIP2 on new domains with new ideas.
From the AUS perspective, the topic "Integration of data services with modelling workflows" should to be included. The AUS Virtual Laboratories, the Marine Virtual Laboratory-MARVL, NCI/Climate and Weather Science Laboratory (Roger, Lesley are being involved in these) can have a role in integrating data services in modelling aspects, as they develop work flows, analyze data sets, feed assimilation model, standardize formats, develop aggregation tools, consistency checkers, pull out provenance information at each stage of the process etc. Dick proposed that it could be a use case or a prototype case that fits in to this and brings together all the above processes. Lesley mentioned a possible use case around tsunamis or hurricanes. 
If some proposals at European Calls on Fisheries-Research Environment (related with the Ocean Environment) and on e-Infrastructures-Excellence Centres succeed, ODIP will have a lot exchange of knowledge, experience and interactions with these.
For the 5th Workshop, the group agrees:

· to have the progress report of what was done in ODIP1 within the 3 prototypes,
· to extend on priority topics like the above on integration of data services in modelling, 

· to extend on new topics and cross-cutting activities because in ODIP2 there are new partners and domains like the biologists. Dick want to include biology in prototype 1 and make them part of the formula. IODE has a new pilot project for integrating environmental data in OBIS and ODIP can help, 

· brainstorming and discussion with all partners to bring forward their activities and their projects
· Dick-Helen and the Steering Committee, will draft the agenda 
Ana Macario says citizen science, for example sea bottom photography could be included. Roger says that last year, the Australian Broadcasting Cooperation (ABC) had a similar activity, 50000 new elements (kelp and sea urchins) were found in seafloor images, mainly by schools.
Alessandro Oggioni notes another interesting application, the i-Naturalist, with 8000000 million observations from citizens included in the portal, it interacts also with GBIF. He also suggest ODIP to try to interact with ECSA (European Citizens Science Association), based in Germany.

Jonathan Hodge says that for citizen science, APPS and games deliver some single prototypes for quick data visualizations and simple products from the databases.
Key message: ODIP to become more society oriented and show what is the benefit of the project to society. EU is interested in that. 
Data management is not included in universities’ courses.
In AUS, the last three years IMOS data management activities are included in Education Programmes of schools, universities. 

Ana Macario wondered what the role of ESRI in ODIP 2 will be and what is going to develop, they have tools for geo location processing. Dick replied it could be with visualizations, mapping, interaction with WMS, WFS, etc, Jonathan commented that it will be an interesting relationship and will help ODIP to connect with the standards world and the delivering of data at an enterprise scale. Helen commented that the motivation for ESRI is that will be a two-way interactions and for ESRI it will be a learning activity not a selling opportunity. ESRI will help ODIP with the standards. 
Helen proposed the 5th ODIP Workshop to be organized back to back with the RDA meeting in Paris, in 23-25 September 2015, possibly the week after. The venue will be checked out with Thomas Loubrieu.

Day 3 of the Workshop, Wednesday, 22 April 2015
2.10 SESSION 5 - Data publication and persistent identifiers (data & people) – Plenary
2.10.1 Introduction 
As in Townsville, Cyndy Chandler set up a PiratePad, a web-based real time editor to allow partners to take notes (http://piratepad.net/ODIP-4). She briefly introduced the topic. It is a cross-cutting  theme like the vocabularies and early in ODIP Project it was realized that Data Publication & Citation is an emerging topic of interest. Immediately it was extended to include Persistent Identifiers (for data and people). Updates from the three regions will be presented as well as what other best practices exist.
2.10.2 EU update 

Current developments in data citation from NERC data centres
John Watkins, Centre for Ecology & Hydrology (CEH), Environmental Information Data Centre (EIDC), NERC, presented the activities and case studies on data publication and data citation by the NERC Data Centres and their relevance to ODIP. The driver is the need to have reproducible science, as is openness in science. There is increasing pressure for visibility not only for science findings but for the data behind those science findings and for access to them. There is also increasing pressure for published results to be reproduced by commercial organizations to explore science funding. There is pressure on funding agencies to make sure that research is backed up by the data that was used to obtain the results. In 2012, the report of the Royal Society on "Science as Open Enterprise" talked about science in the internet age and the expectation of visibility of the supporting material. The expectation is that all parts of the science should be open. A response to that is that data journals (like Nature) are increasing and enable not only access to data but access to peer-reviewed papers about the data themselves.
He explains how NERC data centre is publishing Data Sets and Data Papers. Data citation means that the data centre is enabling people to cite data. Data are curated by NERC and NERC uses DataCite DOIs issued by the British Library. These are ‘minted’ by EIDC data repository at CEH on request. Data publication is making datasets accessible. The EIDC do this via the CEH Information Gateway. This is done with or without a DOI but must have metadata, standard data formats and supplementary. Finally, the data centre encourages the publication of descriptions of datasets as peer reviewed papers about datasets with DOIs if possible. So the concept is data reuse through data papers: the data centre has datasets curated and deposited at the Centre which have DOIs which enable citation. Those data sets can be cited from individual science papers and associated with these datasets will be peer reviewed data papers that could also be cited from the science journal and the science papers. So, part of the science itself will be not only the science findings but also the peer review descriptions of data products that link back to data themselves.
He explained what a data paper should do. A data paper describes the dataset not the science. It gives details of its collection, processing, software, file formats etc. There is no requirement for novel analyses or ground breaking conclusions. It gives the when, how and why data were collected, what the data product is and its limitations. A number of data journals are popping up, such as Nature Data, Geoscience Data Journal, Earth System Science Data Journal (ESSD). They require data to be held in an approved repository preferably labelled using a DOI. EIDC and other NERC designated data centres are approved repositories for these journals
A case study was presented where research scientists (Christel Prudhomme and colleagues) published an ensemble of hydrological model outputs (a large dataset) as a data paper in the ESSD journal. The dataset was ingested into the EIDC Hub repository and given a DOI that resolves to a landing page on EIDC Hub website (10.5285/1514f-119e-44a4-8e1e-442735bb9797). The dataset DOI is then referred to in the data paper. The data paper has its own DOI that resolves to the online abstract for the paper in the journal (10.5194/essd-4-143-2012). The scientist (Christel Prudhomme) who wrote this data paper publication received the same interest as the science papers, and this can be seen as a way to increase collaborations. The Research Council is pushed to recognize the data papers as standing alongside the science papers as an important part of research.
He summarized the benefits of publication of data alongside science. It promotes easy access to the data and the data become visible to those who need them. It provides confidence in data if fully described and peer reviewed. Long-term reproducibility is increased because of reuse of research outputs. It gives greater visibility and credit to the researchers for the production of good quality research data. 
Dynamic data citation i.e. how to cite particular subsets or versions of evolving data, is amongst the topics of interest of the Research Data Alliance (RDA) and its working group on data citation. This group  is of relevance to ODIP. A useful tool for this is the DOI. The basic principle is that DOIs for data sets should be from the results of queries and not static files. The DOIs should have the ability of time-stamping for re-execution against versioned database, the ability of re-writing for normalization, unique-sort, mapping to history, and the ability to hash the result set for verifying identity/correctness. DOI is developing as a useful mechanism for dynamic data citation. 
On EU Progress: a British Library Workshop took place in July 2014, and a reference implementation for the RDA WG activities was produced. In BODC and EIDC given their legacy system and available resources, are checking how close they can bring the NERC datasets to the reference implementation, what is needed and what is the value of this.

John Watkins concluded that the Dynamic Data Citation is needed to deal with big data and sensor networks. There is very much work in progress. RDA is useful though WG reference implementation need further development. NERC Data Centre is adapting the RDA model to their requirements. DOI dereferencing and citation metric need to be negotiated to ensure these work with agreed syntax. 
Dick Schaap asked if the oceanographic datasets are hosted to BODC or should go to another NERC data centre and John Watkins clarified that these are hosted to BODC and the DOIs resolves to the local archive e.g. BODC. 
Ana Macario asked if data repository is updating the metadata when these are being published to the data journal. John Watkins replied that is done, they put the DOI at the landing metadata page for the DOI. Ana commented that DOIs should issued to science journal papers otherwise science papers cannot be updated when published before the data DOIs become available and John replied that Nature is aware of that, but DOIs are not accessible if a paper is under review. It is rapidly evolving area and politically driven, journals will make progress on that

Dynamic data citation - Argo DOIs & tracing DOI usage
Justin Buck gave the status on Argo DOIs, how to make Argo data citable, citations from Argo DOIs and how to get back from DOIs to the papers and so identify the research done from these particular datasets which is needed for metrics, and to identify if there are problems with data.
There is push from publishers and scientists for data citation. Publishers want to link journal articles to the data and scientists want credit for data set creation and usage. Most of data DOIs are from DataCite. In particular DataCite DOIs as defined in: http://schema.datacite.org/meta/kernel-3/doc/DataCite-MetadataKernel_v3.0.pdf. This enables reproducible research and ensures trust in scientific research (see chapter by Adam Leadbetter in Collaborative Knowledge in Scientific Research Networks. DOI: 10.4018/978-1-4666-6567-5).
There are several prototype implementations according to the RDA Workshop such as database or text files based implementations. These do not fit exactly the Argo model which is based on repository files that continually grow, but can be adopted for other case study implementations. Argo uses DataCite DOIs. For the Argo current model, Ifremer is managing the Argo DOIs. All Argo documentation (manuals, cookbooks, etc) are available from Ifremer hosted site (argodatamgt.org). Ifremer also has minted a DOI for the GDAC that grows and mutates and evolves, it is not pure DOI but for the moment it covers the needs of the real time data stream. For reproducibility at the moment monthly snapshots are used. Every month an entire copy of Argo data is put in repository and given a DOI, different for each month. So actually DOI resolve the granularity of Argo data, e.g. one month. At the landing pages at Ifremer there is useful information on “How to cite” (references to data with DOIs), “Is cited by” (manual done for the moment), and “Short DOIs” (like time URL).
At the moment there are 20 Argo DOIs, one for each snapshot going back in time but they want to move to a single DOI, as the US NODC is proposing, for the ARGO Accession. To cite a particular snapshot one can potentially cite a time slice of the NODC archive i.e. the snapshot at a given point in time. It is proposed that the timeslice information be appended to the DOI reference, see for example how the NODC Argo Accession (0042682) is cited: http://dx.doi.org/10.[NODC_REF]/[Argo_accession_DOI]/[time_slice _information]. A similar example from an NODC archive – an SST data set (GLOB OSTIA) was presented where individual granules are cited within single DOI and the different versions links lead to different landing pages.
The method of the single DOI approach was presented at the RDA workshop in San Diego, April 2015. The principle has been verbally agreed with publishers. Awaiting NODC to implement and mint DOI and expose snapshots (hopefully this US fiscal year), resolving a particular snapshot via citation method is additional work. Justin Buck stressed that for Argo they have a set up where they can unambiguously cite the Argo data at a given point of time. Roger Proctor asked about an example of how time slice information looks like and Justin made reference to a Simon Cox presentation of a previous ODIP meeting.
Since 1998, 2000 papers have been published using Argo data which means that a citation mechanism is needed. Justin Buck contacted publishing houses, Springer (currently assimilating NPG), Elsevier, Royal Society, Wiley, and all unanimous is saying we need to get Argo data into a data paper and all want it to be their data paper.
Justin Buck then showed different publications on how to use DOIs to go back to the data (tracking data usage with DOIs). The first example was a paper from the Royal Society with a reference on Argo data (cited DOI) in the references. By typing the DOI in the full text search, the DOI is being traced easily. A second example was a Nature paper on Argo, published in January 2015 in WebScience (Thompson Reuters) where the citation about the data is embedded in the body text and not in the references. Trying to get the DOI that used to cite the data to a cited reference search and return the paper, the result was “you cannot perform a 'Cited Reference Search' using a DOI reference”. This should be raised with the publishers, as it is a fundamental limitation. 

Another issue with Springer (merged with Nature) is that DataCite DOIs are unknown to CrossRef. Tracking dataset DOIs registered by one agency (DataCite) in STM publication DOIs registered at another agency (CrossRef), has as consequences that: the current automatic processes of doing lookups and cited-by linking via CrossRef will not "see" the DataCite DOIs. 
Other option is the Research Gate. Its power is that scientists effectively building additional linkages and extra references. Research Gate did not find the paper DOI. Finally Google was tried. Typing the Argo DOIs, it brings the link of the Nature paper only. So, he contacted Google to discuss if the “Custom Search API” could be used to build a tool that will search across all Argo data DOIs. But there are big caveats to this: when one searches on a DOI, Google has access to the full text of all papers journal –even for the closed one, but they only return the hits where the references are for open access journals or closed access journals where the citation is in the references part because it is public. The citation in the body text of the paper of closed journal is a problem, even if scientist put a copy of paper in Google to see it, Google is not allowed to expose it due to copyright reasons. So, it is not allowed to get the data reference of a closed access journal.
He concluded the presentation and gave the next steps. The indexing between DataCite and CrossRef DOIs works (http://crosstech.crossref.org/2014/09/linking-data-and-publications.html). Currently it is a nascent effort but is linked to RDA. A data paper for Argo is needed. Then users will cite data paper and snapshot DOIs, ahead of the single DOI and update if necessary. ESSD can be used as it is an indexed journal which will allow searching. Google “Custom Search API” is an option but there are caveats. ReseachGate is subject to similar search result but may have constraints as Google.
2.10.3 AUS update
Persistent Identifiers from DownUnder

Lesley Wyborn explained how Persistent Identifiers (PIDs) can be used. Assigning PIDs to data is quite complicated, the common practice is indexing and putting books on the shelf. Bob Arko already showed DOIs as a powerful tool to assign data to all aspects of a cruise dataset. In Australia, ANDS actually help Organizations to cite data put DOIs on them. ANDS is a member of the International Registration Agency called DataCite and so can offer DataCite DOI services (http://ands.org.au/). The Cite My Data service allows registered (trusted) clients to mint, update & retrieve ANDS Digital Object Identifiers (DOIs) that identify research data. ANDS does not manage Digital Object Identifiers; only provides the infrastructure that allows minting and updating of Digital Object Identifiers in the global DOI infrastructure. Updating is the responsibility of the client that minted the DOI. Processes and policies need to be put in place by those utilising the product to ensure that appropriate maintenance practices underpin persistence. Users of the service are expected to have automated methods to both mint and update identifiers.

Why we need to put DOIs on data and what we do with these? As Lesley is managing big data she presented some essential issues that ODIP2 might need to think about. 
Australian environmental data originated from several sources are replicated from Governmental Agencies and other Research Institutes. There is a joint statement of principle from Universities of Australia, Australian Research Management Society, Council of University Librarians and ANDS: they are going to use ORCID, its advantage is that this is for working group also, not only for individuals. ODIP group has an ORCID Identifier.
If someone collects samples, IGSN’s are their birth certificate. They provide a persistent identifier throughout life and uniquely identify the sample in global space. They also enable parent child relationships to be preserved. They can be applied to drill cores. Links to publications provide metrics on value of sample/cruise. We have to start thinking that identifiers preserve the values of the samples we collect and on which the data rely on. Another example of why we need them is the EarthChem Portal includes 75 samples with the name M1 (or M-1) and a particular sample has different names used in the publications. The identifiers ensure unambiguous citation of physical samples. Facilitate interoperability and linking of data at the level of individual samples. We can cite the value of the sample and argue for its preservation in the repository. Another example is that IGSN can play the role of a DOI in a publication. It can be dynamically linked with pictures and other information of the sample. This is really an added-value to a data. IGSN nationally has a suite of allocating agencies; five of them are Marine Institutes. For ODIP2, is the argument ODIP to become an allocating agent? Or work in collaboration with these five Marine Institutes and manage the identifiers with a consistent way across all ODIP partners? (DECISION: no, ODIP should not be an allocating agent. It is not guaranteed to persist in the long term).
Another issue is that when a data centre starts to publish data it has to assign multiple roles to those who are associated with the data collections for example who is distributor, who is originator, user, etc. 
Lesley Wyborn then presented some use cases where identifiers can help with the duplicate copies, copy and change and dynamic data sets. 
Scenario 1 (duplicate copy): we get a data set in NCI, we do not change, and one can use existing owner-minted DOI and push owner catalogue entry to NCI. It is a simple case.

Scenario 2 (Copy and change), when a new data set is created in the NCI data centre but cannot push it back to the originator who developed it, one can: Include <lineage> information showing relationship to original, NCI mint new DOI and push NCI entry to owner catalogue.
Scenario 3 (Dynamic dataset), when a data set grows, one can timestamp DOIs so as to know when new data were added.

Scenario 4 (Dynamic changing dataset), it is not so much issue with geophysical surveys or satellite data (in these you just add new data), but when we go back to time and upgrade the analysis or change it. This case also applies to a data platform. There is no answer to this yet.
Data citation and PIs can help solve issues of unintended data mutation. When we have lot versions of the same data set, Data citation and PIs can help to identify which is the real data set.
DOIs can help with arguments of the type: it’s my data set, I am assigning the DOI, this is the issue in AUS between organizations. Who assigns the DOI and when can be controversial when objects move between agencies.
For these reasons a data management developed by the Organizations and submitted to NCI where they came to a federated agreement on the governance of the data collections e.g. who is minting the DOIs, when, etc. 
Lesley Wyborn concluded her perspective on the PIDs, the plans are on ice while issues have been worked out and ODIP2 need to think PID’s through carefully to optimise the potential of this new technology and what it offers us.
2.10.4 USA update

Data Publication & Citation, Persistent Identifiers

Cyndy Chandler gave a quick update on what is going on in the USA since the Townsville Workshop. The goal of reliable identifiers is to enable connectivity across the full life cycle of data, and support interdisciplinary use.
As Persistent Identifiers for Data, the Digital Object Identifiers (DOIs) were chosen for data, it should not matter who assigns and mints the DOIs (i.e. CrossRef or Datacite). There are other identifiers but DOIs were chosen because the publishers recognise them. A DOI resolves to a dataset landing page that describes the data. At the beginning this was not clear but is now globally recognized as a best practice. The landing page includes a pointer to a static copy of the actual data, or a logical chunk of time-series data. Simon Cox noted that there is not yet any consensus how the data set pointer (link) could be labelled and that having a machine-interpetable link format is needed for automated tracking. Cyndy Chandler replied that this is still active research. ESSD Earth System Science Data (earth-system-science-data.net) is a journal for publishing data. It is now being indexed by Web of Science and this is a big step forward.
Librarians are promoting ORCID Open Researcher & Contributor ID as Persistent Identifiers for People. It is a registry of unique researcher identifiers. It gives persistent identifiers for person names. It can enable linking to other resources created by the researcher (http://orcid.org/).
The Software and Data Citation Workshop took place in January 2015, Arlington, VA (USA) (https://softwaredatacitation.org

 HYPERLINK "https://softwaredatacitation.org/" /). The Workshop is funded by US NSF and Alfred P. Sloan Foundation. Its aim is to support Scientific Discovery through Norms and Practices for Software and Data Citation and Attribution. There were interdisciplinary discussion and exploration of new norms and practices for software and data citation and attribution. The key point is that software is now part of the discussion, not just data. The Workshop based on 22 use cases that participants submitted before the workshop, 4 for software, 13 for data, and 5 for both (software & data). Breakout groups addressed each use case and summarized the challenges, why it was important, why not solved, and identified 3-5 critical Actions that could be implemented or recommended by the community. From these use case, the most relevant for ODIP are the Interoperable Frameworks that defined the following critical actions: a) ask federal funding agencies to require every PI to have a permanent human identifier (e.g. ORCID, which resolves critical issues of identifying individuals), b) coordinate an agreed metadata model for both software and data; then each repository can define its profile of that model, c) at a global level, establish a “Scientific Solutions Center” (a system of systems) supported by a common (REST) API that brokers between trusted, distributed software and data repositories to better support “Scientific Discovery through agreed Norms and Practices for Software and Data Citation and Attribution”, d) Focus resources on bringing together (coordinating and funding) experienced experts to enable greater interoperability and searchability across repositories of scientific data and software objects.

The use cases were put on a critical action matrix of impact and likelihood. PersonID recommendation came out as high impact and high likelihood (tractable).
Finally, Cyndy Chandler gave the following useful updated resources and for Data Publication & Citation:

· Force 11 Joint Declaration of Data Citation Principles https://www.force11.org/meetings/force2015

· CODATA report on principles of data citation“Out of Cite, Out of Mind”
https://www.jstage.jst.go.jp/article/dsj/12/0/12_OSOM13-043/_article

· ESIP Guidelines
http://wiki.esipfed.org/index.php/Interagency_Data_Stewardship/Citations/provider_guidelines

· DataONE: http://www.dataone.org/citing-dataone

· Data/Software Workshop (January 2015, USA): https://softwaredatacitation.org/

· IODE/SCOR Data Publication (MG 64): http://iode.org/datapublishing
Dick Schaap asked if there is an incentive for scientists to chop data into smaller pieces and give a DOI to each, so that each gets cited and total number of citations is higher, while for a very long time series like ARGO there is only a single DOI. One of the data journals has peer review - this can encourage quality. Publications also have restrictions on the number of citations. Cyndy Chandler replied that his will get figure out by the community over time, RDA is working with this also. Roy notes that NERC data centres have discussed issues like the proper granularity, and have some best practices, will not allow DOI application to artificially small data units. Over time, DOIs assigned by organizations with higher standards will have higher credibility. The DOI itself is not guarantee of quality. A single CTD-DOI is not acceptable. Rob Thomas' experience is that researchers have been sensible so far, he has not seen the problem of asking for many DOIs for unreasonable data units.
Roger Proctor noted that IMOS has been thinking about dynamic DOIs. He's found scientists are a bit sceptical concerning DOIs. They want to get a data publication as a publication that brings people to their (growing) data, vs. caring about a static snapshot DOI. Cyndy Chandler noted that this is all evolving work in progress. There was then a discussion over different DOI requirements: Cite the exact data underlying a science publication/analysis, vs. citation of a growing data resource. One tool for both needs.

What are the lessons from RDA? Lots of people have this problem and are working on it. Publishing houses are interested and are participating in the forum. Helen noted that there is discussion of a joint session between the data citation and marine data harmonization RDA groups.

Alex Ip raised the satellite image case. They don't want to assign a DOI to each image (many of them) and arewrestling with these issues. They also need to manage changes in processing algorithms and reprocessing past imagery. Is not just a question of identifying the time and space slice of the original satellite image. Data are large enough that snapshotting is a challenge.

Simon Cox said putting a query string on the end of a DOI can solve some of these issues.

Justin Buck proposed one single DOI with query to the archive for getting snapshots.

Helen Glaves asked whether ODIP wanted to recommend the use of ORCIDs as a personal identifier, or is that premature. Cyndy Chandler noted that libraries in the US are recommending ORCIDs, which is a recent development. Karen Stocks noted that ORCIDs are substantially less used by US Chief Scientists than ResearchGate or SCOPUS IDs, though this is a snapshot in time and does not indicate whether ORCID usage is growing. Bob Arko would like to see a recommendation about the minimum metadata required for an ORCID: just first and last name is frustrating. ODIP can make a recommendation: institution, contact email. The metadata must be maintained to be useful. Cyndy Chandler noted that this is more tractable when institutions have an investment in keeping the metadata updated - individuals must create and maintain the record, but institutions can facilitate and encourage. 

Decision & Action: ODIP will develop a position paper on the minimum metadata recommendations for an ORCID. How to move this forward? ODIP has not made recommendations before. Compose a small group to draft and then circulate: Helen, Karen, Thomas has a colleague, Bob. Nominate Lesley in absentia. Cyndy volunteered. It was noted that this may make a good AGU abstract. It should be reported out at RDA. Discussion over whether this is ODIP I vs ODIP2 deliverable.
2.11 Discussion

How did Australia converge on ORCID, how did that decision get made? ANDS evaluated, but the convergence of the university community was the key. The ability to register groups was important as was registering the dearly departed. It happened very quickly.
Don't forget about people who are not researchers, some of the person IDs do not cover them. 

There is a need for IGSN-type approaches for types of samples other than rocks. It was noted that IGSNs are being applied beyond rock samples. But how are they reaching out?  iSamples is a project within EarthCube looking at this. (Missed project name): use power of CODATA to get an inventory of samples identifying systems. Belmont Forum: proposal for an action item (Planet Earth) for an uber resolver sitting on top of the many domain-specific sample identifier schemes. It’s a complicated ecosystem and is evolving. Sometimes an allocating agency serves several subgroups. 

While ODIP should not be an allocating agency, it can help individuals find those members with experience for advice and assistance. Potential action: create an inventory of the community: who is an IGSN agent? Who is minting DOIs? It could be Google spreadsheet that everyone can update. Perhaps also create some best practice guidance.

Provenance recording is also an issue. DOIs can play a role, if upstream DOIs are cited. CSIRO is developing a provenance record that includes software version. 

Many potential solutions do not work on very large datasets. 

Communities addressing these challenges:

· RDA

· Elixir: doing this for molecular sequence data: watch them for ideas. 

There are about 4 high-level metadata elements for samples, but then each community decides the additional elements that are important. Should ODIP have an effort in this area for marine samples?

Is there a case for identifiers for samples that don't (currently) exist? Yes, they can be published on, even if they don't still exist. And analyses and subsamples can still exist. It was noted that there can be a complex preparation chain, with subsamples from subsamples. IGSN is aimed at linking a physical sample back to what was originally collected in the field - ties together all the derived ones. Be careful of the scope - IGSN is not necessarily the right solution for identifying each subsample.
2.12 SESSION 6 - Data ingestion - Plenary
Introduction
Dick Schaap explained that there will be limited presentations and this session will be devoted to brainstorming on how to set up the data ingestion service to Europe in light of a European EMODnet call out for such a system. The proposal will be led by SeaDataNet and the input of ODIP partners will be used in this process. 

First he gave feedback from Ken Casey, about the new system US NODC has developed. S2N is now operational and formally known as Send2NCEI (https://www.nodc.noaa.gov/s2n/). NCEI - The National Centers for Environmental Information - is the name of our newly merged organization, combining NODC, NGDC, and NCDC. S2N has been released with an initial focus on ocean and coastal data, but we will be working to make it more broadly applicable to our new and broader scope including atmospheric, climate, geophysical, and space weather data. We’ve archived successfully three submissions during this initial quiet, “soft launch” phase, and are working on several more.  We will be making broad scale public announcements soon after NCEI itself is officially announced this Wednesday, Earth Day. So far, S2N is working as intended and both the front-end application and our back-end processes to manage the submissions are working smoothly and efficiently. We intend to make additional enhancements over the next six months, spread the word about S2N, and update our overall NCEI archive process to include S2N as a core element.
Dick Schaap then introduced the ‘data ingestion’. Data ingestion is aimed at inviting and encouraging data providers to submit their data sets online to existing data management infrastructures. It has elements of crowd sourcing to encourage also data flows from organisations that are not yet already in the normal community process. Could be scientists (mostly at smaller units), municipalities, local and regional agencies, and industry parties. The ingestion comprises the whole process from easy uptake (low threshold) to curation (QA-QC) for making the data fit for storage and publishing together with other base data sets in a responsible manner and usable for further analyses etc.
Data Ingestion plans, prototype, ideas
Thomas Loubrieu presented the Ifremer plans, prototypes and ideas in order to collect missing data from researchers as it is easy to get data from big infrastructures (vessels, operational systems like Argo, big mooring systems) but from scientists, who do experiments in coastal areas for example, is difficult to collect their data that are being kept in their PCs.
In short term, and for finalized laboratory datasets that are ready for publications, Ifremer extends the scientific paper library system (by developing forms like US-NODC) to manage data files (e.g. speadsheets) and allow DOI publication. It will be operational in 2015. Uploaded feature will be added to Ifremer’s geo data products catalogue Sextant (based on GeoNetwork) for finalized sets. 
The above are pragmatic plans. Otherwise, for observation operators/researchers who manage their data on Ifremer systems, the dream would be to provide them with services and tools which make benefit of stable and secure environment. The data will be more secure and will be better managed at secured servers by experience data management teams. Such tools can easily be installed at Ifremer Owncloud and depending on file type to redirect these to specific applications. The advantages would be: 
· For the Science team:

· Secured Collaboration environment with tools (VRE ?)

· Better visibility, eased data publication

· For the Data Manager:

· Shorten the submission latency

· Observation “resources” involved in data management

· For End user:

· More and better qualified data with shorter latency
Thomas Loubrieu then explained the idea. Such a system would rely on a basic file sharing and the idea is to provide facilities like dropbox, google drive but installed on Ifremer systems (Owncloud). In this repository some standards will be needed like netCDF, O&M such as sensorML. As plugins to provide open tools for data management. Depending on file types, applications can be used to: describe observation system (demo); visualize datasets (idea); qualify datasets (idea); publish versions of datasets (idea). 
He demonstrated a tool developed by a student for describing observation systems, an Owncloud installed application (http://cloud.ifremer.fr) that associates file types of with specific applications. JSON format is used to describe the observation systems. Researchers can use predefined icons and link them together to describe the system. Each icon has a sensorML description. He showed the MOMAR, deep sea system with a surface mooring and 2 seabed platforms linked by acoustic transmission. System properties like name, output, URI to define parameters, identifiers, etc can be edited. Auto completion is also available linked with vocabularies. With Export functions (not yet implemented) the descriptions are exported in SensorML (important for interoperability). The tool will be improved by adding events like calibration, to present the evolution of the system.

Ana Macario asked if the output description has a hierarchical structure and Thomas replied that the hierarchy is described with links in the XML output.

Alessandro Oggioni asked if it imports and read a system written in sensorML. Thomas says that the internal file format (JSON) contains both sensorML and graphical information-the location of each icon in the drawing, and has no reversible import export. 

Finally, Thomas Loubrieu said that the data and metadata which are in the system should be indexed by a tool that registers these in a single repository (for provenance).
Roy Lowry commented that there is a paradox in such kind of systems. His experience from users’ behaviour is that when you ask people who collect data to prepare and specify data and metadata and supply the data centres, then they rarely conform to the centre’s specifications. The attractive thing of these kind of ingestion systems from the data centres’ point of view is you ingest loads of data with minimum effort if they all arrive conforming perfectly to standards. But, Roy says that although cynical, he does not believe that this will happen. The most probable outcome is that the data centre will end up with huge loads of data that have to be checked for conformance and fixed if non-conformant. Instead of standards-conformant NetCDF there will be ad-hoc spreadsheets and at in the longer term the data will be not usable. Thomas replied that this is part of the idea, it is better to have than not to have. At least the data will be usable by the scientist and its team and the data centres have them to share. 
Roy Lowry noted another risk of ingestion systems. An open system can infinitely increase the amount of data coming in, but will the resources required to manage them be available? In the US-NODC, they take anything that comes in through the system, put a label a label on it, prepare minimum discovery metadata that is then indexed. This is like putting them on a library shelf. The real challenge is to make these data useable, with quality standards.

Another concern of Roy Lowry is related scientists’ human nature. If you want to change user behaviour in a manner that really benefit the data centre, then you have to deliver something to the user to been seen as a significant benefit for him. There is a real marketing job that needs to be done.

Jonathan Hodge says that there is a key stimulus here: if data are in good format, the work is reduced, the user will have all the benefits that come from it, publications etc. Thomas Loubrieu replied that from the IT side it is easy to put versions, DOIs, etc on the data so as users see it as a benefit for pushing their data in the system. Roy Lowry says the technical side is simple; the human management side is not easy. 
Secure storage if users have large data sets is another benefit for them, Roy adds.
Brainstorming

Dick Schaap explained that there is a call coming soon for the development of an overarching data ingestion system in Europe considering network of NODC and want to prepare a proposal by all NODC as part of SeaDataNet. He prepared a list of some elements, and conditions the system should have and some questions for discussion and input by ODIP on how to design such a common data ingestion infrastructure and what are the difficulties. 
The requirements are:

· We want data per nation to end up in NODCs for long term stewardship and publishing, including via SeaDataNet CDI service 

· We want a low threshold so as not to scare off data providers

· We want well documented and curated data in our databases

· We want use of controlled vocabularies  

· We want an effective and shared infrastructure and services (note that some NODCs have/develop data ingestion services, but we want an overall ability for all nations)  

· We want data providers to come forward 

· What structure and what functions are needed for a successful approach?
Additional requirements proposed by the group:

· how to secure, safeguard the system from malicious elements, viruses, stupid things
Parts of the possible model – common facility can be:
· A registration for data providers to open an account
· An easy online interface for data providers describing metadata and uploading data files as a package (collection) to a common storage space: a web form system which requires a low threshold by demanding a minimum set of metadata (from ISO 19115) with various questions to get more insight in the data delivery, supported by SDN controlled vocabularies and by free text boxes. Providers are asked to upload both data files and any documentation they might have.
Group comments on the above: 

· Already such tool exists already, which is the SeaDataNet Mikado, but is for data managers. To minimize threshold, the same to tool needs to become more user friendly and for observation operators directly. It protects users from XML. User will not see XML, just fill in on-line forms. It would not be hard to move Mikado on line

· Administration of data access rights at the collection level can make the tool attractive. Users would be able to set up their own collections, and manage the access rights. It is about group collaboration not people publishing by themselves. In big infrastructure there are teams not single persons that work with the data who require collaborative spaces. 
· You may lose users if they have to fill the same information twice. Metadata templates or groups or clone templates (with object information) can help
· A divider and alert function to make the package a concern of the appropriate NODC
· A set of common services for curating the package into well structured data and metadata in a dialogue between data provider and concerned NODC

· Functions for data provider to track status of its submissions, to return to ongoing curations, to view completed and published submissions

· A function for transferring the curated data and metadata package to the concerned NODC for inclusion in its archives and publishing, inter alia by means of SeaDataNet CDI service
Group comments: 

· DOIs will help with arguments of the type: I have not published yet ...
· It should be a nice simple security model (like SeaDataNet). Complicated security models like BODC/SFA (Secure File Area), enabling team of researchers with users under different roles to load data in the system and work in the files, increases the amount of system development work. The security model should be carefully thought out and controlled so as not to require too many resources. 
· Should be some elements in the system so as those who submit to want to reach at an end point. For motivation, it is needed an example, a success story such as data publishing (e.g. DOI at the beginning of submission)
· .....

Questions
· Feasible model?

· How do we deal with unstructured / missing metadata?

· How do we deal with varying data formats?

· How do we identify and encourage possible data providers?
Group comments on what elements the system should have: 

· The BODC philosophy was always to take whatever is supplied and sort it out. To get a payback from an ingestion system, it has to succeed in making data ingestion easier. This means you have to prescribe a range of formats/standards plus develop on-line tools to make sure that data conform to the specifications
· self describing formats like NetCDF, plus tools to generate the format (it is hard for biologists to use NetCDF – rows of lobsters !!), plus quality services inside for quality assessment, plus validation (definition of work flow)
· Management of the duplicates or near duplicates issue by versioning that supersedes the best copy whilst preserving previous versions
· Data integrity will solve the problem of dublicates/duplicates confrontation/dynamic synchronization in that case is needed?
Group comments on motivations for the user: 

· The user does not need to curate any more, the NODC does it for them (for free !) with the user preferences on data permissions.

·  A security model that ensures a range of data to be re-used together as a resource (bank model). It should be clear. Submit once and re-use
· Clear what is the value added of that (for some scientist it is only publication, it should be more than that). Important to work with scientists before they publish. Integrity of data is needed here. In genomics nowadays you have to publish the data before submit a paper. Suggestion: make data ingestion system part of grand allocation (!), with URLs. Use data submission as a leverage for project allocation (attention not use it as a stick but as a carrot)
Group comments on How to identify potential sources

· to be a commitment to submit data, and then by following up/monitoring to identify the data sources
· Bonus: if data set is good, this is worth a DOI, but there are risks with that
· Marketing analysis: The motivation depends on the group. Different groups= different motivations. We have to find the drivers for each, and then the motivators 
· Show the greater use of data, for example in ICES assessments, is a very good motivation with return value
· It is better than a dropbox, 
· .....
Dick wrapped up the discussion. He thanked partners for their brainstorming and input that will be detailed and work out. The proposal will try to combine the best of two worlds, the NODCs (national remits, long term stewardship, the maintenance of quality) and on the other hand the new developments, on line sources, depositories, that will be used to get more people in and make them part of the total. It will look the success factors on how to drive and mobilize users, what type of data we expect. It will be not only technology, there is a lot of human activity also curation needs a lot of effort. Part of the proposal (1/3) will be dedicated to tools and service and the other to people to develop things.
2.13 EMODnet developments – Plenary
EMODnet – Chemistry

Matteo Vinci is collaborating with Alessandra Giorgetti (OGS) in coordinating the Project. There is increasing interest in the environmental/oceanographic data management to go from fragmented, once-used and inaccessible environmental data to a continuous, public-accessible, interoperable and long-term-use data flow. To obtain it, at EU level there two driving directives:
· INSPIRE directive (2007): standards and implementing rules for harmonized and interoperable EU Geographic Information Infrastructure for Geographic Data, Metadata and Services;

· Marine Strategy Framework Directive (2008): for monitoring seas and oceans at National, Regional, EU level. 

The reporting requirements (WISE Marine) of environmental status based on Descriptors > Criteria > Indicators. The objective is the definition and achievement of Good Environmental Status. To help this process six service contracts were launched in 2009 (3 years) by DG-MARE for creating pilot components of the European Marine Observation and Data Network (EMODnet). In 2012, a new call was opened to conclude 7 service contracts for assembling marine data, metadata and data products and facilitating their access and re-use. The Chemistry Lot together with Bathymetry and Physics are adopting the SeaDataNet infrastructure for achieving their goals. 
He then gave some details on the Project. The Pilot Phase lasted from 2009 to 2012, the areas of interest were North Sea, Black Sea and 5 spots in the Med Sea and the parameters were chosen from the Marine Strategy Framework Directive (MSFD) requirements. Data are harvested from 3 matrices: water, biota, sediment. The New Phase (from August 2013) has an enlarged consortium, about twice (total of 46 participants), new parameters from MSFD requirements (highlighted in red in the presentation), but now the portal should cover all European waters.
Since the beginning the Chemistry Lot was based on SeaDataNet infrastructure because SeaDataNet is an efficient and distributed marine data management Infrastructure for data (flagged with quality information) and metadata for data discovery and long term use. Furthermore SeaDataNet is actively involved in EU standards implementation to guarantee: Common infrastructure for geospatial data following the INSPIRE (ISO) rules; Interoperability using Open Geospatial Consortium protocols (WMS, WFS,...); Common Terms using Common Vocabularies. SeaDataNet is an European de-facto standard with around 100 nodes from 35 EU countries and not, and is connected to Marine Data Management Infrastructure from USA and Australia thanks to the ODIP project activities.
EMODnet Chemistry was set up on the principle of “adopted and adapted”. The following SeaDataNet standards, services and software are used.

Standards for metadata, data and products:
· for metadata CDI (XML ISO 19115? ISO 19139) ;

· for common terms Standard Vocabs (P02,P01,P06,P35,P36... );

· for background data exchange ASCII format ODV,

Infrastructure Services:

· to access data with data policy management: CDI mechanism,

· for users registrations: SeaDataNet Security Services, 

· for discovery, visualization and downloading of metadata, data and data-products: SeaDataNet search and viewing services 

Software:

· MIKADO for metadata mapping and xml generator

· NEMO for data formatting tool

· DIVA software for gridded data products and error maps as NetCDF files,

· ODV software for “time series” products generation and QC
The Chemistry Lot is adopting and adapting the SDN Common Vocabularies using standardized sets of terms to solve the problem of ambiguities, to handle information in a more automatic way and to support the long term reuse of data. Governance of Common Vocabularies is done to avoid “green dogs” done by SeaVOX and EMODnet Vocabs list with BODC as moderator. The used common vocabularies are: Sea Areas, Instrument type, Platforms Type, and the most important one is for Parameters with factorization, semantic model exposure and semantic aggregation. Three hierarchically linked vocabularies are used for parameters, from general to more details: P03 (Groups) to P02 (for discovery) to P01 (for usage). P03 and P02 are included at the metadata files for discovery and P01 within the data files for more detailed description of parameters. P01 is complex and the exposure of its elements (P01 semantic model exposure) will make easier to handle and to map the new/missing entries and search for the existing ones. He then explains the P01 factorization and the exposure of semantic model. The semantic model fields to expose include the following 9 elements: “Measurement + Substance + Measurement Matrix Relationship + Matrix + Matrix Subcomponent + Biological entity (Taxon/ITIS/WoRMS, Organism Name, Organism Specifics) + Technique”. Separate vocabularies are being generated for these 9 elements, some of them have finished (Matrix-S26, Biological Entities-S25, Technique-S04). For each element, a reel for “one armed bandit” interface will be implemented that will help the user to search existing or mint new terms.
Semantic Aggregation: The P35 is named “EMODnetEMODnet chemistry lot aggregated parameter names” and is used to aggregate datasets from multiple sources with the use of ODV software. The P35 term groups several P01 terms that are related with the different ways used to measure the parameters. Semantic aggregation is used in the loop of quality check and data aggregation. Partner’s data are harvested and aggregated at regional level for the products generation in the 5 MSFD regions. The workflow is: the regional leaders are working on top of the regional buffer using ODV for quality control and aggregation of single files including P01 terms into single files with P35 terms. These aggregated P35 files are then used for the products. The other vocabulary related with the semantic aggregation is the P36 named “EMODnet chemistry lot aggregated parameter names” that is used to aggregate data sets using stakeholders macro categories related to the MSFD needs. Currently 6 MSFD chemical groups (P36) have mappings to P35 concepts. 

To move from to data to products, two main subsets from the available data identified: homogeneous and not homogeneous data distribution in time and space (basin scale). It was decided to generate Data-Interpolating Variational Analysis (DIVA) horizontal maps for homogeneous distributed data at basin scale and time series plots for coastal measurements and data with fragmented coverage at basin scale. Interpolated maps are generated as NetCDF files and are made available through viewing services as WMS layers. For the time series, WPS services are now available to generate the plots. Both products are managed by the OceanBrowser viewing service and product catalogue Sextant. He then shows the data and product workflow: the CDI robot harvester is harvesting specific parameters data form NODCs and creates 5 regional buffers. The regional leaders with the use of ODV tool automatically generate P35 aggregated cdata sets, quality control them and create QCed aggregated regional buffers. On top of these, the regional leaders are working with DIVA software to generate maps to be visualized with OceanBrowser as WMS layers. WPS services generate time series plots, vertical profiles, and WFS observations distributions. The data are accessed by the CDI discover and access service while the products through the viewing services.
Finally Matteo Vinci demonstrated two products examples of the viewing services. The first is for a winter horizontal phosphate concentration in the Baltic Sea, at the surface (WMS map): http://oceanbrowser.net/emodnet/. The service also allows drawing of sections to visualize vertical distributions. The second is a data locations spatial distribution map (within depth and time range). The data locations color is semitransparent, intensity of color gives an indication of number of observation points. Profiles and times series plots are shown though WPS.
Ana Macario asked if the project is keeping track on how often and how well the data products are used.She believes it is important. Matteo replied that the EU is interested in statistics, and therefore bi-monthly statistics are kept for the viewing services download hits as well as the data access is being monitored. But we cannot know who and how uses the data especially for the open access data. Roy Lowry said that there are different target audiences: scientists, decision makers, sea convections. 
Alessandro Oggioni asks if WPS is free. Dick replies that Deltares is developing it, uses with open tools but the customized version for EMODnet is not available. 
Matteo asks the group if they can suggest on the DOIs products granularity. Sissy says the intension in EMODnet Chemistry is one DOI for one parameter per region. The product includes the vertical scale plus analysis time scale. Roy says try to avoid the rigorous in the discipline of when a DOI should change. 
EMODnet – Bathymetry 
Dick Schaap, co-ordinator of EMODnet Bathymetry presented the project. It is another part of the EMODnet approach for creating a common digital terrain model for Europe using SeaDataNet as a driver behind (as in many other projects) and tries to get as many surveys as possible in the system, feeding the bathymetry portal (as well as the CDI that is behind) and prepare the best available product. As in the Chemistry Lot, there were three phases: the first pilot phase with 6 million Euros available, we are now in the second phase with 60 million Euros and soon there will be the call out for the third phase with about 200 millions. EMODnet has been very successful. More and more parties are willing to join. The coupling between SeaDataNet and EMODnet is a way to roll out the SeaDataNet standards, to adopt and adapt and SeaDataNet is fine-tuning and improving. This results in having more and more data on board from different disciplines because more centres are joining. 

The EMODnet bathymetry is ongoing in 3 consecutive projects since 2009 with an expanding consortium (at present >30 partners). The consortium is a combination of bathymetric and IT experts and data providers from National Hydrography Services, marine research institutes acting in a complementary way and SME’s, and GEBCO. The overall objective is to bring together bathymetric surveys of European seas and to produce, publish and serve a harmonised and medium resolution Digital Terrain Model (DTM) of all European seas. The central portal for discovery and access to data and data products (http://www.emodnet-bathymetry.eu) is based on the 123 click principle. First the approach of how the DTMS are produced is described. Secondly, there is the access to the services. There are two data sources, the survey data sets described by the CDI data discovery and access service, and the composite DTM’s described by Sextant catalogue. These two data sources are the input for the DTM at a certain scale (1/32 min) using common method and software (Globe) used by all data providers and regional sea coordinators. If there are multiple surveys for certain region, the best one is used. GEBCO is used to fill the gaps. Anomalies between GEBCO and DTMs due to different resolution are smoothed. The regional coordinators deliver to the European integrator who joins all the DTMs together and publishes them on the web.
Up until today, 13309 survey CDI metadata records from 26 data centres and 164 data originators from 1816 to 2015 have been collated and imported into a dedicated EMODnet Bathymetry CDI data discovery and access service. This service was launched in May 2010 and has been upgraded over time with extra functionality. The Sextant Data Products Catalogue service gives 42 metadata records about composite DTMs that have been used next to survey data sets. While the data sets may be restricted the data products are free. These survey data (circa 6000) and other gathered composite DTMs have been collated into regional EMODnet DTM’s (230 * 230 meters) for all European regions that are available in 16 tiles for viewing and downloading in several formats via the Bathymetry Products portal service. The dedicated EMODnet Bathymetry Products portal has been launched in May 2010. It sits atop of the central DTM database and interacts with the CDI service and Sextant service and provides OGC WMS services. Coastal or close to coast DTMs are not yet available, with the use of smoothing techniques this is smoothed out. For land it is used open sweet maps. A solution is required to provide authoritative layers of geographic names and boundaries (Crimea example). For the moment masking is used. 
Dick Schaap described the portal. There is menu that offers several layers that can be activated or deactivated. There is also CDI overlay as WMS layer to indicate surveys. By clicking a survey, you can retrieve the CDI metadata from that survey. You can also see a source maps layer to indicate the surveys used and composite DTMs. Grey regions are GEBCO, there are not available data there. By clicking a point on map you can retrieve depths including source reference and downloadable depth profiles. In total 16 tiles can be downloaded in various formats. These DTMs can then be loaded into 3D-Viewer as developed and freely downloadable from Geo-Seas. He showed an example of the Tyrrhenian Sea (blurred parts are GEBCO). Plans include releasing next December the bathymetry as 3D by the Viewer without having a plug-in. Also a YouTube movie is available. Because of these 3D views releases, EU is twittering and Bathymetry has the highest score for retreat by all Lots.
Anomalies/spikes (high values at shallow areas) still exist but continually are being improved. Increasing the resolution some data become not suitable for the product and removed. GEBCO uses EMODnet DTM to improve GEBCO for Europe, and also gave an anomalies map to the Project = feedback loop. 
The product is not for navigation purposes.
Dick Schaap summarized that so far they have a successful approach. Providers of bathymetric data sets understand and welcome the applied approach. Data sets are gathered for internal use by regional consortium groups to compile the DTM product which can be downloaded without any registration. Data sets are described and included in the CDI Data Discovery and Access Service and composite DTMs in the Sextant Data Products Service. Each cell in the DTM product gives information about the data sets used and leads to the CDI / Sextant service for more information about the data provider and options for requesting the data itself. This works as a shop window and results in more data providers coming forward.
Still industry data from oil and gas companies is missing, which would fill a lot of gaps. The survey companies are not so willing to share data but efforts are being made to have them on board. There is room for negotiation.

Another source is ODACS data (crowd source Project), based on volunteering data (fishermen). GEBCO is using them at the scale of 1x1 km. There are contacts with them to release high resolution data because they have large amounts of data.

The project is ready to go to higher resolutions while at the beginning the limit was 250 m, researchers did not want DTMs to compete their survey data and their science. 
There are some pilots for coastal areas, some EU countries are open with coastal data (France, Riviera) and soon are going to bring in high detailed parts. Ireland will bring also high detailed resolution (5 m). Integration is being discussed; there will be some common resolution with spots as separate layers of higher resolution on top of DTM, hoping that this will engage more coastal manager to join.
Day 4 of the Workshop

2.14 Topic break-out sessions - Informal discussions for the additional topics added for this Workshop
The group split in two parallel break-out session working groups of two hours duration each: Data citation & persistent identifiers (rapporteur Karen Stocks), and Vocabularies (rapporteur Cyndy Chandler). After the first hour, the leaders of the two topics switched break out groups. 
Data ingestion topic was discussed and completed within paragraph 4.12.

2.15 SESSION 7 - ODIP prototype development tasks
Feedback from each group on activities during the workshop
2.15.1 Vocabularies

Simon Cox summarized the discussions during the plenary (paragraphs 4.8.1 and 4.8.2) as well as the break out session: 

· Term vocabularies can be formalized in RDF (SKOS, OWL) and published as linked data

· Much content available, but needs converting (‘lifting’) to semantic technologies

· Excel, RDF123, Text editor, SKOS, LDR and SISSVoc are our enablers (but people are essential)
Issues raised:

· GeoLink Ontology - EarthCube

· Scope: seagoing expeditions, physical specimens & deep time

· http://schema.geolink.org/

· Associated vocabularies

· Use NVS vocabs for devices, platforms, parameters

· Gazetteer
Features served as linked data:
· Marine regions (seas, gulfs etc) (relatively informal)

· NVS C19

· Additions through application to NVS – supply name and geometry

· Australian coastal compartments - similar

· Marine features (seamounts, canyons, etc – formally defined)

· GEBCO – 3800 features, 90 types

· NCEI cleaned up the GEBCO geometries and hosts in WFS

· Geolink will establish service to lift this to WKT 

· SCAR – 37000 names, ?? types

· IMOS to do the same? Will be raised at the SOOS data management subcommittee.
· Observing locations

· ICES Station vocabulary – request ICES to serve it

· http://marineregions.org 

· VLIZ hosted service mixture of sources, unique IDs minted

Feature type model:

· Geoname ontology

· feature types 

· predicates for relating features
netCDF - CF management:
· Need to fix the namespace redirection problem

· cfconventions.org/standard_name/abcde ? vocab.nerc.ac.uk/standard_name/abcde

· Talk to Bryan Lawrence? Mark Hedley? 

· Reliance on CF-compliance-checker makes CF maintenance the bottleneck

· Update process is slow/broken (Alison Pamment @ RAL)

· Compliance-checker needs to be configurable?

· US-IOOS + IMOS working on this

· Ultimate solution would be refactoring – netCDF-LD?

· NetCDF is not compatible with linked data

· SeaDataNet uses URNs in netCDF header as bridge

· But can’t exceed capacity of users to keep up

IEH format – “is everyone happy?”

Parameter semantics:
· P01 semantic model

· Parameter-matrix relationship (e.g. per unit wet/dry weight of …)

· Matrix (e.g. Water body)

· Biological entity (taxon[+organ])

· Chemical parameter (concentration, activity, …)

· Observable property model

· Kokkinaki + Leadbetter + Lowe + Cox + QUDT?

· Earthcube?

· P35 – parameters at level OK for decision-makers

· Developed by EMODnet
· Now mapped to P01 (narrower concepts 1:n)

VOCRAM:
· How to manage Mappings?

· Vocabulary for mapping

· URI template/base (limitations of tools)

Compendium of vocabularies:

· MMI

· CSIRO/ANDS

Targets for ODIP II
Bob Arko

· Gazetteer, sea-areas– feature-ontology 

· URIs 

· Geometries

· RDF representation

Roy Lowry
· Common concept

· Decomposing compound parameters

· Harmonize observable-property ontology

· Simon Cox, Alexandra Kokkinaki, Rob Thomas, Adam Leadbetter + his team

· Algorithmic aggregation

· Nitrate+nitrite etc

Simon Cox

· How to respectfully use flawed content

· Stable hosting 
Below is a recap from the 2nd group of the vocabulary breakout (Karen Stocks report): 

Main focus was Linked Data for undersea features (seas, seamounts, etc.). C19. Several groups have: SCAR, GEBCO, etc. GeoLink is looking at publishing LoD on top of the GEBCO. Suggested that IMOS take on SCAR. 

Comment: consider http://www.marineregions.org/gazetteer.php under undersea features as well. Run by VLIZ. Has an editorial board. Support multi-language support, WMS/WFS, 

Other topics: publish the observable property ontology (P01, water quality vocab work at CSIRO).  P01 is larger and has had a great deal of work put into regularizing it and more rigorously tested than the CSIRO entry. Opens the question of where the key reference pieces will be hosted between the two.

Simon will write up a paper on the observable property ontologies with Adam, which would prompt the reconciliation between the two. 

Comment: consider http://www.marineregions.org/gazetteer.php under undersea features. 

NVS only delivers RDF XML for LoD. And SPARQL endpoint. This may evolve. 

Question: if new terms are added to CF, will it propagate to NVS? The answer is yes. The update publishing tool used by Alison Pamment to update CF includes API calls to the NVS editor. (Brian Lawrence:  Rutherford Appleton Labs…British Atmospheric, also at Reading). 

NetCDF is becoming the de facto format for many marine data types, but CF name additions are becoming a bottleneck for geophysical variables. They have substantial coverage already, but not complete.  Question: is continuing to extend CF the right approach, vs mapping to another vocab like P01. Problem: that would make you fail CF compliance checker. Compliance checker comes out of Reading…checking is mainly low level. Checks unit attribute, CF standard name check, and that’s about it. For his NetCDF data Justin puts in a P01 parameter URN: can’t do URI because it will not accept the url format (slashes) - so not compatible with LoD. Suggestion that change slashes to %20 notation. 
Question: is it possible to change the NetCDF compliance checker (people who manage is at Reading, Brian’s group.)? NetCDF is now an OGC standard, so can suggest a change or an extension so that checker is configurable. Be able to set checker to rigorous or more lenient depending on the application. But getting everyone to update the compliance checker is difficult.
There is a joint SDN/ODIP proposal that will be submitted to IODE oceans standards and best practices process. Proposes that SDN NetCDF become standard for marine data transport.

Justin Buck noted that existing users have no resources to handle changes in NetCDF - any changes you make can’t break things for the users. Justin has experience with this process with Argo data.

(Atlantos aims to bring together similar groups like ARGO, oceansites, etc. and standardize. Right now OceanSites is not CF compliant)

2.15.2 Data citation & persistent identifiers
Helen Glaves reported that during the break-out session group focused on the yesterday discussions about the ODIP position paper on persistent identifiers for people and the recommendation that ODIP should make. Other main issues of the discussion were:
· ODIP should recommend that repositories ask scientists to self-report at least one personal identifier when submitting data (along with role).

· Minimal metadata standards for identifiers are also valuable, as there is a need to identify people outside of data submission (e.g. science party). Identifiers are not needed only for primary investigators bit for all those who are involved in the acquisition of data (mariners, technicians). ORCID and other identifer organizations can be approached to request they create minimal metadata standards. Name and affiliation history were considered as the minimal needed.
· ODIP should assess the various identifier options, and create a list of acceptable ones, including prioritization of those that meet minimal metadata requirements. It should also research the existing cross-linkages between different identifiers (e.g. SCOPUS will hold a ORCID).
ANDS has shared a paper on the reason they chose ORCIDs, http://ands.org.au/discovery/orcid-joint-statement-of-principle.pdf.

Note the Landing page shows that a group can have a number as well ORCID http://ands.org.au/discovery/orcid-jsp.html.
Current person ID systems:
· ORCID (provides unique ID with machine interpretable content)
· ResearchGate: URL with name string (not a unique ID)
· Researcher ID (Thomson Reuters)
· Scopus Author ID (Elsevier)

· LinkedIn (role: linking people’s information)
It is the responsibility of researcher to have awareness of the fact that if he put info on the Facebook, Twitter, etc there is possibility that this info will be linked with ORCID.

ORCID provides the unique person ID that can be used by other systems (ResearchGate, Scopus and Researcher ID all have easy ways to add your ORCID).
ORCID provides unique IDs for groups as well.

ORCID has been thought as a complementary tool to researchers and the INSPIRE also.
Research Gate by including ORCID as identifier for the person says that their identifier to their entity is not a person but an activity profile and this is the person that did this activity.
2.15.3 Data ingestion
The topic was completed within paragraph 4.12.
2.16 Plans for final months (including status and planning of deliverables)
Helen Glaves as Co-ordinator explained what is needed until the end of the project: 
· D4.2, Final impact analysis report, September 2015, (M36)
· D1.12 Final Project Report to the EU (input by all partner will be requested, USA, AUS included), September 2015, (M36)
· D2.8 Minutes of ODIP 4th Workshop, July 2015, (M34)
· D5.5 Common ODIP standards submitted to the IODE Ocean Data Standards (ODS) process, (M18). Sissy Iona explains that D5.5 has been postponed several times, and at the last review by the EU, the final deadline was put on December 2014. The ODIP efforts were combined with SeaDataNet which has a similar activity. Two joint proposals prepared, the first (SeaDataNet vocabularies) has already been submitted and the second one (SeaDataNet netCDF compliant data transport format) will be submitted in the coming weeks.
· D3.3 Definition of Prototypes (modified slightly to include the cross-cutting activities also). Dick explains that it will include a wrap-up of all activities of all the three years including the cross cutting activities.
· D5.7 Future ODIP exploitation plan, July 2015, (M34), will be focused on what will be done in ODIP 2, including statement on dissemination opportunities and the relationship with other initiatives like RDA, Belmont Forum, Coopeus, GEO activities, etc. 
Identified dissemination opportunities (more relevant for the next phase of the Project):

· ESRI user conference: July, San Diego

· RDA plenary: 22 – 24 September 2015, Paris

· AGU Fall Meeting 2014: 15 – 19 December 2015, San Francisco
· IODE

· AGU Ocean Science Meeting, USA
· Blue Planet, Australia
· IMDIS 2016, Europe
· Others ?? 
About the reporting:
· Interim report 

· Completion date: 30 April 2015

· Final report

· Cost statements completed by partners: 3 October 2015 (off line textual contribution by AUS can be included. R2R supplement also. This will highlight the amount of commitment of all partners. Extra motivation for partners organization)
· Input from WP leaders: 10 October

· Report submission: 30 October 2015

· Review meeting: 

· November 2015 

· Work package leaders

· Final levelling of project budget
Dick Schaap reminded the participants that the 3 prototypes have to be finalized. He briefed the remaining activities. For ODIP 1: to connect USA and US, CNR group has been contacted. For ODIP 2: Anne and Bob to ensure some population of USA and AUS CSRs to proof concept for POGO. For ODIP 3: report what has been done, initiatives that came up, the way forward.
2.17 Closing remarks
Helen Glaves Is glad to say that the project is moving to the next phase and there are a lot of opportunities to develop new activities, expand the relevance of ODIP by bringing in new partners and including more aspects of marine research and specifically marine biology. Hopefully Marie Curie calls will allow Kinda Dahlan (PhD student, UCL) to officially participate to the project and get travel funding for the next Workshops. Currently the Commission does not support students in these collaboration and support actions but this may change if we demonstrate the benefits of ODIP in the student’s research.

She thanks Justin, Roy, Graham and all BODC staff for their hospitality, the excellent organizational facilities, for covering lunches and coffee breaks every day, and for the wonderful weather. She also thanks Sissy Iona, the responsible for the workshops and finally all partners for attending and contributed to the meeting. She is looking forward to see all in Paris.
Terminology

	Term
	Definition

	CDI
	Common Data Index metadata schema and catalogue developed by the SeaDataNet project

	COOPEUS
	EU-NSF funded project promoting open access and sharing of data and information produced by environmental research infrastructures

	CSR
	Cruise Summary Reports is a directory of research cruises.

	iCORDI
	Now renamed RDA-Europe is an international forum driving convergence between emerging global data infrastructures with a particular focus on Europe and the US

	GeoNetwork
	An open source catalogue application for managing spatially referenced resources. It provides a metadata editing tool and search functions as well as providing embedded interactive web map viewer

	GitHub
	A distributed revision control and source code management (SCM) system (GIT) repository web-based hosting service which offers all of the distributed revision control and source code management (SCM) functionality of Git as well as adding its own features

	IMOS
	Integrated Marine Observing System: Australian monitoring system; providing open access to marine research data 

	ODP
	Ocean Data Portal: data discovery and access service, part of the IODE network

	IOC
	Intergovernmental Oceanographic Commission of UNESCO (IOC/UNESCO). 

	IODE
	International Oceanographic Data and Information Exchange (part of IOC)

	JSON
	JavaScript Object Notation: an open standard format that uses human-readable text to transmit data objects consisting of attribute–value pairs

	ODV
	Ocean Data View (ODV) data-analysis and visualisation software tool.

	O&M
	Observations and Measurements: OGC standard defining XML schemas for observations, and for features involved in sampling when making observations

	OGC
	Open Geospatial Consortium: an international industry consortium to develop community adopted standards to “geo-enable” the Web

	SensorML
	OGC standard providing models and an XML encoding for describing sensors and process lineage

	SDN
	SeaDataNet: EU-funded pan-European e-infrastructure for the management and delivery of marine and oceanographic data

	SKOS
	Simple Knowledge Organization System: a W3C recommendation designed for representation of thesauri, classification schemes, taxonomies, subject-heading systems, or any other type of structured controlled vocabulary

	SOS
	Sensor Observation Service: a web service to query real-time sensor data and sensor data time series. Part of the Sensor Web

	SPARQL
	a query language for databases, able to retrieve and manipulate data stored in a Resource Description Framework (RDF) format

	SWE
	Sensor Web Enablement: OGC standards enabling developers to make all types of sensors, transducers and sensor data repositories discoverable, accessible and useable via the web

	R2R
	Rolling Deck to Repository: a US project responsible for the cataloguing and delivery of data acquired by the US research fleet.

	RDA
	The Research Data Alliance (RDA) builds the social and technical bridges that enable open sharing of data.

	WebEx
	On-line web conferencing and collaboration tool
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